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E D I T O R I A L

Time to Stop the Fibromyalgia Criteria Wars and Refocus on 
Identifying and Treating Individuals With This Type of Pain 
Earlier in Their Illness
Daniel Clauw

In this issue of Arthritis Care & Research, Häuser et al com-
pare the prevalence of fibromyalgia (FM), in a German population, 
using the 2016 modification of the 2010/2011 American College 
of Rheumatology criteria for FM (ACR FM 2016) to the prevalence 
of FM in the same population, using the new Analgesic, Anes-
thetic, and Addiction Clinical Trial Translations Innovations Oppor-
tunities and Networks–American Pain Society pain taxonomy 
(AAPT) criteria (1,2). The authors found that the prevalence of FM 
using the ACR FM 2016 criteria was 3.4%, whereas when using 
the AAPT criteria, 5.7% were diagnosed with FM. Not surprisingly, 
individuals who met the ACR FM 2016 criteria had higher aver-
age levels of all symptomatology than those that met the AAPT 
criteria.

This article by Häuser et al has an excellent and balanced 

discussion. However, because this was a data-driven study 

comparing the prevalence and clinical features of these 2 

cohorts meeting different FM criteria, the authors were appro-

priately circumspect and failed to opine that one of these criteria 

is better than the other. Yet, there are a dizzying array of other 

FM criteria that have been developed. Some are classification 

criteria, some are purported to be diagnostic criteria, and others 

were developed as screening criteria. Each of these criteria iden-

tifies slightly different subsets of individuals, resulting in only mod-

est agreement between the criteria when applied in practice or 

research. Similarly, each criteria set will give different estimates of 

the prevalence of FM in populations.

This lack of agreement between criteria sets is not good for 

the field of FM. In fact, some have even used the fact that differ-

ent criteria identify different patients as evidence that FM is nei-

ther a legitimate diagnosis nor a concept (3,4). Even after many 

years of FM research, we still ask: Why are there so many FM 

criteria sets, and which one should be used in practice and 

research?

History of FM criteria

The first accepted criteria for FM were the result of dil-
igent work published in 1990, and as such are known as the 
ACR 1990 criteria for the classification of FM (5). These criteria 
required that the individual have chronic widespread pain (defined 
as involving the upper and lower body, the right and left side of 
the body, and the axial skeleton), as well as the presence of 11 
or more of possible 18 tender points (9 paired regions of the body 
that are painful when palpated with modest pressure). Another 
recommendation in the ACR 1990 criteria was to abandon the 
distinction between primary FM (where FM is seen without a con-
current autoimmune or inflammatory condition) and secondary 
FM (where there is such an identifiable underlying condition).

These criteria were essential to research in the field of FM, 
and to the broader field of pain research. The ACR 1990 criteria 
enabled investigators around the world to perform mechanistic 
and other research into the pathophysiology and treatment of FM. 
However, this research also began to identify many problems with 
the ACR 1990 criteria. First, it became clear that the tenderness in 
FM was widespread and not at all confined to the 18 areas of the 
body considered tender points (6,7). Second, studies showed that 
although many male individuals experienced chronic widespread 
pain, very few of them also had 11 or more tender points. There-
fore, using the ACR 1990 criteria implied that FM was a disease 
almost exclusively affecting female individuals (~9:1 female:male 
ratio) (8). Finally, it was also clear that most practitioners had little 
experience in performing a tender point examination and therefore 
were reluctant to consider the diagnosis of FM in their patients.

For all these reasons, nearly 20 years after the first FM criteria 
were published, Dr. Wolfe and colleagues set out to develop new 
FM criteria that did not require performing a tender point count 
and that relied entirely on patient self-report of symptoms. The 
first of these criteria sets was the ACR 2010 preliminary criteria, 
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which were required to be administered by an examiner (9). These 
criteria identified widespread pain in a much different manner, that 
is, by having individuals identify up to 19 sites in the body in which 
they had experienced pain during the past week. With 19 possi-
ble sites assessed, the Widespread Pain Index (WPI) score can 
range from 0 to 19. These ACR 2010 criteria equally weighted 
the importance of nonpain symptoms and had the examiner 
query the individual about the presence and severity of symptoms 
such as fatigue, sleep, memory, and other somatic symptoms. 
The individual then subjectively scored that severity (using the 
Symptom Severity score [SSS], which ranges from 0 to 12). The 
examiner was given guidance that this score might approximate a 
0–3 patient rating in fatigue, sleep, and memory problems, as well 
as a 0–3 subjective score of listed somatic symptoms; a point of 
emphasis in the article was a physician/examiner must make the 
rating after speaking with the patient.

Various cut points in the WPI and SSS scores in combination 
were then used to determine whether an individual met the diag-
nostic criteria for FM. This combined score was also proposed 
as an overall score of FM severity. Using these ACR 2010 cri-
teria, the presence of FM was higher than when using the ACR 
1990 criteria, primarily because many more male individuals could 
be included, as the ACR 2010 criteria did not require a threshold 
of tenderness (since women are inherently more pain and sensory 
sensitive then men). Using the ACR 2010 criteria or any of the 
newer symptom-based criteria will have closer to a 2:1 female-
to-male ratio rather than 9:1 ratio. This sex ratio is very similar 
to those found with nearly all chronic pain conditions, which are 
typically 1.5–2-times more common in women than in men (10). 
However, this historical bias toward clinicians underdiagnosing FM 
in males continues to exist in clinical practice, as is seen in the 
current study by Häuser et al in this issue.

It became clear that the ACR 2010 criteria could be sim-
ply modified to be entirely self-report, by directly asking the person 
to rate the presence and severity of fatigue, sleep, and memory 
problems, as well as other related syndromes. This modification of 
the ACR 2010 criteria is termed the ACR 2011 Survey Criteria (11). 
In these criteria each symptom domain is scored as absent (0), mild 
(1), moderate (2), or severe (3) in severity (resulting in a compo-
nent score ranging 0–9). Then individuals are queried regarding the 
presence of abdominal pain or cramps, headache, or depression 
and assigned 1 point for each positive response. Thus, this SSS 
score can range from 0 to 12. These 2011 ACR Survey criteria 
have similar cut points as the ACR 2010 criteria (i.e., requiring com-
binations of WPI and SSS scores to meet FM criteria) and can be 
used to calculate a summed score of the WPI and SSS to get a 
severity of “fibromyalgianess” score.

The 2016 modification of the ACR 2011 Survey Criteria are 
not new criteria; they use the ACR 2011 Survey Criteria question-
naire and simply propose a new scoring scheme to categorically 
diagnose FM (12). The need for the modification only became 
apparent as the measure became widely used. First, counting the 

number of bodily pain sites was not a good way to measure wide-
spread pain, which is widely acknowledged to be the most impor-
tant finding in determining the extent of central nervous system 
involvement in the pain. The problem with simply counting pain 
sites is that contiguous sites of pain that likely have a peripheral 
origin are counted as multifocal pain. For example, if an individual 
has a lumbar radiculopathy, they might have 3 or more sites of pain 
in the back and buttocks, which means something quite different 
from a pathophysiologic standpoint than having noncontiguous 
pain in 3 separate regions of the body. Thus, to meet diagnostic 
criteria for FM using these ACR 2016 criteria individuals must have 
pain in 4 of 5 body regions (left/right upper quadrants, left/right 
lower quadrants, axial skeleton). The new criteria also clarified that 
the diagnosis of FM was valid regardless of whether individuals 
had another disorder causing pain (i.e., formerly called secondary 
FM).

Around this same time the American Pain Society (APS) and 
the Analgesic, Anesthetic, and Addiction Clinical Trial Translations 
Innovations Opportunities and Networks (ACTTION) Initiative on 
Methods, Measurement, and Pain Assessments in Clinical Trials 
(IMMPACT) undertook a broad effort to develop diagnostic cri
teria for a number of pain conditions using similar methodologies, 
resulting in the ACTTION-APS Pain Taxonomy (AAPT) effort (13). 
The AAPT process was somewhat more methodologically rigor-
ous than the ACR criteria and examined many data sets to identify 
the optimal manner to judge widespread pain as well as the most 
discriminating nonpain symptoms. The AAPT FM criteria define 
FM as 1) 6 or more sites of pain from a total of 9 sites (head, 
left/right arm and leg, chest, abdomen, upper back and spine, 
lower back and spine); 2) moderate-to-severe sleep problems or 
fatigue, and 3) requirement that symptoms have been present for 
3 months, as in the ACR 2016 criteria. Because the ACR criteria 
were often based on data from the National Databank for Rheu-
matic Diseases, the data used to derive the ACR criteria primar-
ily queried individuals about musculoskeletal pain, whereas the 
AAPT process looked more broadly at pain. Accordingly, the AAPT 
criteria identify more individuals than the 2016 criteria, as these 
criteria define widespread pain using more body regions that are 
frequent sites of pain. For example, headache and visceral pain 
in the chest or abdomen are not counted in the ACR 2016 cri
teria, and the ACR criteria considers any axial pain to be 1 site, 
whereas the AAPT criteria count the upper and lower back as 
separate sites of pain. A number of other groups have come out 
with even more diagnostic or screening criteria for FM.

Given the history of FM criteria, what criteria 
should clinicians and researchers use to 
diagnose or measure FM?

To decide whether FM is either present or absent, either the 
ACR 2016 criteria or the AAPT criteria will suffice, even though the 
AAPT process was in many ways methodologically superior to 
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the ACR process. But in clinical practice and research, this author 
strongly prefers the 2011/2016 ACR Survey Criteria because it 
can be scored as a continuous quantitative measure. Dr. Wolfe 
was the first to suggest that the degree of “fibromyalgianess” 
is more important than whether an individual has enough symp-
toms to meet diagnostic criteria, and decades of excellent epi-
demiologic, mechanistic, or clinical trials suggest he was correct 
(14). Everyone has a little “fibromyalgianess,” and some people 
have a lot. Many studies have shown that when FM is comorbid 
with knee or hip osteoarthritis, for example, each 1-point increase 
in the FM score makes individuals less responsive to surgery, 
whether the score increases from 2 to 4, or from 12 to 14 (the 
latter score moving the individual into an FM diagnosis) (15,16). 
This makes sense from a pathophysiologic standpoint; a higher 
FM score simply means that the central nervous system is more 
likely to be contributing to that individual’s pain. Many studies have 
also suggested that higher FM scores are also indicative of opi-
oid nonresponsiveness to pain (17). Again, this parallels mecha-
nistic studies showing that the endogenous opioid system may 
play a role in the pathogenesis of this process, so much so that 
the opioid antagonist naltrexone can be helpful to treat individu-
als with FM (18,19). Another advantage of using the 2011/2016 
2011/2016 ACR Survey Criteria is it easily identifies individuals 
with chronic pain who have issues with comorbid sleep, fatigue, or 
sleep problems, many of which have effective treatments. Finally, 
using a continuous measure to recognize subthreshold FM may 
identify individuals who will benefit from established treatments of 
FM. Practitioners should think of FM along the lines of rheumatoid 
arthritis or gout: if you wait until it is too advanced to diagnose and 
treat it, the damage may be done.

Decades of research into FM have now clearly shown objec-
tive abnormalities in central nervous pain and sensory processing, 
autonomic function, and even low grade inflammation (20). In fact, 
FM is now acknowledged as the prototypical condition where pain 
and other symptoms originate from the central nervous system 
and systemic factors rather than from ongoing inflammation (noci-
ceptive pain) or nerve damage (neuropathic pain). This third mech-
anism of pain has been officially adopted by the International 
Association for the Study of Pain and is termed nociplastic pain 
(21). Nociplastic pain mechanisms are thought to play the primary 
role in conditions such as FM, tension headache, irritable bowel 
syndrome, and many chronic overlapping pain conditions, as well 
as often being superimposed upon nociceptive or neuropathic 
pain conditions such as autoimmune disorders.

We have come a long way in better understanding FM. In just 3 
decades the condition has moved from being considered a waste-
basket term to describe individuals without any underlying patho-
physiologic processes to explain their pain and other symptoms, to 
now being thought to be the prototypical nociplastic pain condition. 
The criteria wars have brought us to a place where there are now 
several instruments that can and should be used to screen, diag-
nose, and treat individuals for FM and “fibromyalgianess” earlier, 

before psychological, behavioral, and other comorbidities make this 
condition difficult or impossible to reverse.
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Modified 2016 American College of Rheumatology 
Fibromyalgia Criteria, the Analgesic, Anesthetic, 
and Addiction Clinical Trial Translations Innovations 
Opportunities and Networks–American Pain Society Pain 
Taxonomy, and the Prevalence of Fibromyalgia
Winfried Häuser,1 Elmar Brähler,2 Jacob Ablin,3 and Frederick Wolfe4

Objective. To study the prevalence of fibromyalgia (FM) in the general population according to a 2016 modification 
of the American College of Rheumatology criteria (FM 2016) and the Analgesic, Anesthetic, and Addiction Clinical 
Trial Translations Innovations Opportunities and Networks–American Pain Society pain taxonomy criteria (AAPT), and 
to compare diagnostic and clinical variables between the criteria sets.

Methods. We studied 2,531 randomly selected subjects from the German general population in 2019. Pain 
regions from the Michigan Body Map were fitted to the FM 2016 and the AAPT criteria, and criteria symptom items 
were derived from validated questionnaires assessing somatic and psychological symptom burden and disability. 
We determined FM criteria prevalence and criteria-related scales including widespread and multisite pain (MSP) and 
symptom scales, and measured symptom burden and disability.

Results. According to the FM 2016 criteria, the prevalence of FM was 3.4% (n = 75 subjects; 95% confidence 
interval [95% CI] 2.7, 4.3) compared with 5.7% (n = 130 subjects; 95% CI 4.8, 6.8) for the AAPT criteria; κ = 0.65. 
Compared with AAPT-positive subjects, FM 2016–positive subjects had higher MSP, Widespread Pain Index 
score, Polysymptomatic Distress Scale scores, Symptom Severity Scores, and psychological symptom burden. 
Physician-diagnosed FM was reported by 1.1% of the subjects. Of these, 44.0% met the FM 2016 criteria, and 
47.5% met the AAPT criteria.

Conclusion. The prevalence of FM in the German general population is 73% greater using the AAPT criteria than 
the FM 2016 criteria. The AAPT criteria select individuals with less symptom severity and fewer pain sites. The FM 
2016 criteria, but not the AAPT criteria, provide a general severity measure for FM.

INTRODUCTION

The first criteria for fibromyalgia (FM) endorsed by a medical 
association were the American College of Rheumatology (ACR) 
1990 criteria (1). Although not designed as diagnostic criteria, 
they were used in clinical and epidemiology studies to identify 
cases of FM. The ACR 1990 criteria foundered and were ulti-
mately abandoned on the issue of tender points, which involved 
an examination that was difficult to perform, biased, and rarely 
used in clinical practice, as well as on the issue of the uncertainty 
of the definition and meaning of the criterion of widespread pain 
(4-quadrant pain) (2).

New diagnostic criteria without tender point counts were 
published in 2010 as the ACR preliminary diagnostic criteria (3) 
and then modified for self-report in the next year (4). The criteria 
included the assessment of pain at 19 sites and a 4-item Symp-
tom Severity Scale, from which an overall FM severity score, the 
Polysymptomatic Distress (PSD) Scale score, could be calculated. 
In 2016, a further modification of the American College of Rheu-
matology criteria added a widespread pain criterion and clarified 
scoring (FM 2016) (5). In 2018, the Analgesic, Anesthetic, and 
Addiction Clinical Trial Translations Innovations Opportunities and 
Networks–American Pain Society Pain Taxonomy group pub-
lished simplified pain taxonomy criteria for FM (AAPT) (6). These 
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criteria diagnosed FM based on the presence of pain at 6 of 9 pain 
sites (called multisite pain) and the presence of at least moderate 
fatigue or sleep problems.

There is considerable concordance between the 2 diagnostic 
criteria in that a central symptom of FM is chronic widespread/
multisite pain that requires a defined number of pain sites. But there 
are also differences: how many pain sites or regions are required 
to diagnose widespread/multisite pain, and on the importance of 
fatigue, sleep problems and additional somatic and psychological 
symptoms (Table 1). The criterion of widespread pain of the FM 
2016 uses musculoskeletal pain sites, defining FM to be a muscu-
loskeletal disorder according to the meaning of the term “fibromy-
algia.” In contrast to the FM 2016 criteria, the AAPT multisite pain 
criterion includes the head, chest, and abdomen as 3 of the 9 pain 
areas. Pain in these areas is usually not of musculoskeletal origin. 
Abdominal pain and headache are also minor symptoms in the 
Somatic Severity Scale of the FM 2016 criteria. Thus, visceral pain 

syndromes and any headaches might contribute to the diagnosis 
of FM according to both criteria.

Systematic reviews have found the average prevalence of 
FM in the general population to be 2% (7). Epidemiology stud-
ies mainly used the ACR 1990 and ACR 2011 preliminary criteria. 
To the best of our knowledge, the prevalence of FM syndrome, 
according to the FM 2016 and the AAPT criteria and their con-
cordance, has not been assessed in a sample representative of 
the general population until now. In addition, we do not know if 
cases of FM identified by the FM 2016 and AAPT criteria differ 
according to demographic and clinical variables. Therefore, the 
aims of this study were the following: 1) to compare the preva-
lence of FM according to the FM 2016 and AAPT criteria and to 
assess the concordance of the FM 2016 and AAPT criteria; 2) to 
compare FM criteria and cases according to the FM 2016 and 
AAPT criteria with regards to demographic and clinical variables; 
and 3) to compare specific criteria items, including multisite pain, 
widespread pain, Widespread Pain Index (WPI) score, fatigue and 
sleep problems, and Somatic Severity Scale score, that contribute 
to criteria positivity and differences in prevalence rates between 
the 2 criteria sets.

SUBJECTS AND METHODS

Design and subjects. A random sample of German resi-
dents ages ≥14 years was selected for a cross-sectional survey 
that included several questionnaires on somatic and psycho-
logical symptoms (a health survey) as well as questionnaires on 
eating and political attitudes. The sampling design included 3 
consecutive steps. First, a sample of 258 living areas was ran-
domly selected from a nonoverlapping stratum of all area units: 

SIGNIFICANCE & INNOVATIONS
•	 Although the criteria are similar, the Analgesic, 

Anesthetic, and Addiction Clinical Trial Transla-
tions Innovations Opportunities and Networks–
American Pain Society pain taxonomy (AAPT) 
criteria are used to diagnose 78% more individuals 
with fibromyalgia (FM) than a 2016 modification 
of the American College of Rheumatology criteria 
(FM 2016).

•	 The AAPT criteria select individuals with less symp-
tom severity and fewer pain sites.

•	 The FM 2016, but not the AAPT criteria, provide a 
general FM severity measure.

Table 1.  2016 modification of the American College of Rheumatology fibromyalgia (FM) diagnostic criteria and the AAPT criteria*

Reference Criteria
Collection of the data needed  

for diagnosis Exclusion of other diseases
2016 revisions to the 

2010/2011 FM 
diagnostic criteria 
(ref. 5)

1) Evaluate the presence of pain at 
19 sites with self-report form; 2) 
evaluate 4-item symptom scale 
on same form; diagnosis requires: 
3) widespread pain, defined as 
pain in at least 4 of 5 regions 
(except face, chest, and 
abdomen); 4) pain score (WPI) ≥7 
and SSS ≥5 or WPI score 4–6 and 
SSS score ≥9; 5) symptoms have 
been present at a similar level for 
at least 3 months

1-page self-report form A diagnosis of FM is valid irrespective of 
other diagnoses. A diagnosis of FM does 
not exclude the presence of other 
clinically important illnesses. A diagnosis 
of FM does not mean it is the patient’s 
only diagnosis or even the most 
important diagnosis. It is only an 
acknowledgment that the patient has 
symptoms of FM and satisfies FM 
criteria.

AAPT diagnostic 
criteria (ref. 6)

1) Multisite pain defined as ≥6 pain 
sites from a total of 9 possible 
sites; 2) moderate-to-severe sleep 
problems or fatigue; 3) multisite 
pain plus fatigue or sleep 
problems must have been 
present for at least 3 months

Patient self-report (using 
established scales for the 
symptoms) or by clinician 
rating†

The presence of another pain disorder or 
related symptoms does not rule out a 
diagnosis of FM. However, a clinical 
assessment is recommended to 
evaluate for any condition that could 
fully account for the patient’s symptoms 
or contribute to the severity of the 
symptoms.

* AAPT = Analgesic, Anesthetic, and Addiction Clinical Trial Translations Innovations Opportunities and Networks–American Pain Society pain 
taxonomy criteria; SSS = Symptom Severity Score; WPI = Widespread Pain Index. 
† Arnold LM: personal communication. 
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210 areas were sampled from Western Germany, and 48 areas 
were sampled from Eastern Germany. The random selection of 
households was implemented in the second step. Finally, 1 indi-
vidual matching the inclusion criteria was randomly selected from 
each household. The procedure was designed to yield a national 
sample representative in terms of age, sex, and education.

Sociodemographic data were collected by trained inter-
viewers face-to-face. In addition, participants completed a bat-
tery of self-report questionnaires. The assistant waited until the 
participants answered all questionnaires and offered to help if 
participants did not understand the meaning of the questions.

Data collection took place between May 2019 and July 
2019. A first attempt was made at 5,393 addresses, and 2,531 
individuals (45.9%) participated fully. Reasons for nonparticipa-
tion included the following: 4 unsuccessful attempts to contact 
(13.6%) or meet the selected household member (3.0%); the 
household member declined to participate (22.9%); the mem-
ber was on a holiday break (0.6%); the member was ill and not 
able to follow the interview (0.5%); or the member declined to 
interview (12.3%). All participants were informed about the study 
procedures and signed an informed consent form. The study was 
approved by the Institutional Ethics Review Board of the University 
of Leipzig (Az 145/19-ek).

Questionnaires and definition of FM diagnostic 
criteria. Michigan Body Map (MBM). Using a sociodemographic 
questionnaire, we assessed age, sex, marital status, educational 
status, current professional status, and family income. To facili-
tate the collection of survey-based criteria regarding widespread 
body pain, a German version of the MBM (8) was created. The 
MBM is a graphic mannequin with the 19 areas from the WPI su-
perimposed on it in anatomically relevant locations. In addition, 
the MBM contains 16 additional pain sites.

Somatic Symptom Scale 8. The Somatic Symptom Scale 8 
is the short form of the Patient Health Questionnaire 15 (PHQ-
15) (9). It comprises 8 items (stomach or bowel problems; back
pain; pain in the arms, legs, or joints; headaches; chest pain or 
shortness of breath; dizziness; feeling tired or having low energy; 
and trouble sleeping), with each symptom scored from 1 (not 
bothered at all) to 5 (bothered very strongly) within the last 7 
days (10).

The PHQ-4 and Short Form 12 (SF-12) Health Survey 
items. The 4-item PHQ for depression and anxiety was used 
to assess psychological symptom burden. Respondents rated 
how often, on a scale from 0 (not at all) to 3 (nearly every day), 
they experienced feeling depressed, loss of interest, feeling nerv-
ous or anxious, and an inability to stop worrying over the past 2 
weeks (11,12,13). The total score therefore ranges from 0 to 12. 
We used the items “general health” (0 = excellent; 1 = very good; 
2 = good; 3 = fair; 4 = poor) and “pain interference” (“During the 
past 4 weeks, how much did pain interfere with your normal 
work including both work outside the home and housework?” 

[0 = not at all; 1 = a little bit; 2 = moderately; 3 = quite a bit; 
4 = extremely]) to assess health-related quality of life.

The Self-Administered Comorbidity Questionnaire (SCQ). 
The SCQ assessed the presence, treatment, and functional 
limitations of 13 common diseases (heart disease; high blood 
pressure; lung disease; diabetes mellitus; ulcer or other stomach 
disease; kidney disease; liver disease; anemia or other blood 
disease; cancer; depression; rheumatic disorders; pancreatic 
disease and inflammatory bowel disease). For the last 2 diag-
noses, we substituted pancreatic disease for osteoarthritis and 
inflammatory bowel disease for low back pain. We calculated the 
presence of the disease using the associated disability subscale 
(range 0–13) (14,15).

Bodily Distress Syndrome Checklist (BDS-25). The BDS-25 
is a self-report instrument that may be used for case finding of 
BDS in clinical care and research (16). It includes 25 items cov-
ering cardiopulmonary, gastrointestinal, musculoskeletal, and 
general symptoms scored from 0 (not at all) to 4 (a lot).

FM 2016 variables. The WPI in this study was derived from 
the MBM. The FM 2016 criterion of widespread pain (5) is sat-
isfied by the presence of pain in 4 or 5 musculoskeletal body 
regions. It is composed of 5 regions (axial, left upper, right upper, 
left lower, right lower) of 3 pain sites each (15 total sites). When 
pain in 4 or 5 regions is noted, the criterion of widespread pain 
of the FM 2016 is satisfied. Jaw, chest, and abdominal pain are 
not included in the assessment of pain region.

The WPI (3,17) provides a score of painful sites that ranges 
from 0 to 19. It was first defined in the ACR 2010 criteria and their 
2011 self-report modification. It is a measure of extensiveness 
of pain. It includes the 15 sites of the widespread pain criterion 
plus jaws, chest, and abdomen. We used a WPI score of ≥7 as 
a marker of widespread pain severity in this study.

The Symptom Severity Score (SSS) is a measure of symp-
tom severity (range 0–12) first defined in the ACR 2010 criteria and 
their 2011 self-report modification (3,17). It includes measures of 
fatigue (range 0–3), unrefreshed sleep (range 0–3), cognitive diffi-
culties (range 0–3), headache (range 0–1), pain or cramps in the 
lower abdomen (range 0–1), and depression (range 0–1). It mea
sures somatic and nonsomatic symptoms of FM. In general, an 
SSS score of ≥5 is required for a diagnosis of FM according to the 
FM 2016. For the fatigue and sleep items, we utilized the 7th and 
8th items of the Somatic Symptom Scale 8. We created the items 
included in the SSS as follows: pain or cramps in the lower abdo-
men (item 8 of the BDS-25 [quite a bit or a lot]); and depression 
(item 2 of the PHQ-4 [several days; more than one-half of days; 
nearly every day] and item 23 of the BDS-25 [somewhat, quite a 
bit, a lot]). We used an SSS score of ≥5 as a marker for somatic 
symptom severity in this study and compared it to “fatigue or sleep 
problems moderate or greater” used in the AAPT criteria.

The PSD Scale score (also called the FM Severity Scale score) 
(range 0–31) is the sum of the WPI and SSS scores (3,17). The 
PSD Scale measures the magnitude and severity of  fibromyalgia 
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symptoms (“fibromyalgianess”). By definition, FM criteria cannot 
be satisfied if the PSD Scale score is <12. The FM 2016 criteria 
require the following: 1) WPI score ≥7 and SSS score ≥5, or a WPI 
score 4–6 and an SSS score ≥9; 2) the presence of widespread 
pain as defined above; and 3) symptoms of at least 3 months in 
duration (5).

AAPT criteria. Participants satisfied the AAPT criteria if at 
least 6 of 9 of the following sites were endorsed for pain: head 
or face, left arm, right arm, chest, abdomen or pelvis, upper back 
and spine, lower back and spine including buttocks, left leg, and 
right leg (6). In addition, the subject must have fatigue or sleep 
problems of at least moderate severity. For the fatigue and sleep 
items, we utilized the 7th and 8th items of the Somatic Symptom 
Scale 8.

Statistical analyses. Data were analyzed by Stata, version 
15.1, using survey methods that incorporated sampling weights 
(18). In instances where diagnostic groups were compared and 
subjects might be a member of >1 group at a time, we used 
seemingly unrelated estimation (SUEST) to characterize group 

differences. The SUEST procedure combines information from the 
2 models and then tests the null hypothesis that the coefficients 
are equivalent across the 2 models (18).

The concordance between the different criteria was assessed 
using the kappa statistic. The kappa statistic was interpreted 
as none (κ = 0–0.20), minimal (κ = 0.21–0.39), weak (κ = 0.40–
0.59), moderate (κ = 0.60–0.79), strong (κ = 0.80–0.90), and 
almost perfect (κ > 0.90) (19).

RESULTS

The mean age of study participants was 48.7 years (95% 
confidence interval [95% CI] 47.6, 47.9), and 51.0% (95% CI 48.8, 
53.1) were women. Among individuals satisfying the FM 2016 or 
AAPT criteria, 67% were women. The FM 2016 and AAPT criteria 
were met by 3.4% (n = 75; 95 CI 2.7, 4.3) and 5.7% (n = 130; 95 
CI 4.8, 6.8) of patients, respectively (Table 2). The prevalence of 
FM according to the FM 2016 and the AAPT increased with age 
(Figure 1 and Table 2). For the FM 2016 and AAPT, respectively, 
the prevalence of FM was 1.0% and 2.6% (ages <40 years), 2.6% 

Table 2.  Fibromyalgia (FM) criteria–related variables for the FM 2016 and AAPT criteria*

All  
(n = 2,531)

FM 2016  
criteria

AAPT  
criteria

FM 2016–  
AAPT difference P

Age, years 48.7 (47.6, 47.9) 64.4 (60.3, 68.6) 60.9 (57.3, 64.3) 3.5 (0.5, 6.6) 0.023
Female sex, % (95% CI) 51.0 (48.8, 53.1) 66.8 (55.0, 76.9) 66.6 (57.6, 73.2) 1.0 (0.7, 1.5)† 0.984
FM criteria

FM criteria, no. positive 75 130
FM criteria (% +), all ages 3.4 (2.7, 4.3) 5.7 (4.8, 6.8) 2.3 (1.6, 3.0) 0.000
FM criteria (% +), ages <40 years 1.0 (0.5, 1.9) 2.6 (1.7, 3.9)
FM criteria (% +), ages 40–65 2.6 (1.8, 3.8) 4.6 (3.4, 6.0)
FM criteria (% +), ages ≥65 8.0 (5.8, 11.0) 11.9 (9.2, 15.3)

Criteria-related variables
FM 2016 WSP criterion (% +) 6.9 (5.8, 8.1) 100.0 75.6 (67.3, 82.4) Determined
ACR 1990 WSP criterion (% +) 11.2 (9.9, 12.6) 98.9 (92.7, 99.8) 94.9 (88.4, 97.0) 4.4 (0.5, 35.7)† 0.170
Multisite pain score ≥6 (% +) 7.3 (6.3, 8.6) 90.0 (82.1, 97.2) 100.0 Determined
Multisite pain score (range 0–9) 1.1 (1.0, 1.1) 7.0 (6.7, 7.2) 6.9 (6.7, 7.1) 0.1 (–0.1, 0.3) 0.343
WPI score ≥7 criterion, % (95% CI) 5.6 (4.7, 6.7) 89.9 (79.9, 95.2) 66.8 (57.8, 74.8) 3.2 (1.4, 7.1)† 0.005
WPI score (range 0–19) 1.0 (0.9, 1.1) 9.8 (8.9, 10.6) 8.4 (7.7, 9.1) 1.4 (0.8, 1.9) 0.000
SSS score ≥5 criterion, % (95% CI) 14.3 (12.8, 15.8) 100.0 80.3 (72.1, 86.5) Determined
SSS score (range 0–12) 1.8 (1.7, 1.9) 7.9 (7.4, 8.4) 7.0 (6.5, 7.5) Determined
PSD score (range 0–31) 2.7 (2.6, 2.9) 17.7 (16.7, 18.7) 15.4 (14.5, 16.3) 2.3 (1.5, 3.1) 0.000
PSD score ≥12 criterion, % (95% CI) 6.5 (5.5, 7.7) 100.0 77.5 (68.9, 84.2) Determined
Somatic Symptom Scale 8 sleep or fatigue ≥ 

moderate, % (95% CI)
22.9 (21.1, 24.7) 100.0 100.0 Determined

Non-criteria variables
Somatic Symptom Scale 8 (range 0–32) 3.9 (3.7, 4.1) 16.4 (15.3, 17.5) 15.5 (14.6, 16.4) 1.0 (0.1, 1.9) 0.034
SCQ comorbidity score (range 0–13) 0.6 (0.5, 0.7) 3.0 (2.4, 3.6) 2.6 (2.1, 3.0) 0.4 (0.1, 0.8) 0.022
SF-12 general health (range 0–4) 1.6 (1.5, 1.6) 3.1 (3.0, 3.3) 3.0 (2.9, 3.1) 2.1 (0.7, 3.5) 0.001
SF-12 pain interference (range 0–4) 1.6 (1.6, 1.7) 2.8 (2.6, 3.0) 2.6 (2.4, 2.8) 0.2 (0.1, 0.4) 0.010
SF-12 pain interference ≥ moderate, % (95% CI) 0.6 (0.5, 0.6) 93.1 (84.0, 97.2) 87.7 (81.9, 93.5) 1.7 (0.8, 3.6)† 0.187
PHQ-4 total score (range 0–12) 2.2 (2.1, 2.3) 7.6 (6.7, 8.5) 6.9 (6.1, 7.7) 0.7 (0.1, 1.4) 0.028
Physician diagnosis of FM, % (95% CI) 1.1 (0.9, 1.6) 14.6 (8.4, 24.2) 9.4 (5.5, 15.5) 1.6 (1.0, 2.6)† 0.267

* Values are the mean (95% confidence interval [95% CI]) unless indicated otherwise. % + = percent positive for the condition under study; AAPT =  
Analgesic, Anesthetic, and Addiction Clinical Trial Translations Innovations Opportunities and Networks–American Pain Society pain taxonomy 
criteria; ACR 1990 = American College of Rheumatology (ACR) 1990 criteria for FM; Determined = difference values not calculated because 
one value is determined by criterion requirement; FM 2016 = modification of the ACR criteria for FM; OR = odds ratio; PHQ-4 = Patient Health 
Questionnaire 4; PSD = Polysymptomatic Distress Scale; SCQ = Self-Administered Comorbidity Questionnaire; SF-12 = Short Form 12 Health 
Survey; SSS = Symptom Severity Score; WPI = Widespread Pain Index; WSP = widespread pain. 
† Values are the OR (95% CI). 
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and 4.6% (ages 40–65 years), and 8.0% and 11.9% (ages ≥65). 
There was no significant difference in prevalence by sex. Of the 
137 subjects who satisfied either the FM 2016 or AAPT criteria, 
62 (45.3%) satisfied only the AAPT criteria, 68 (49.6%) satisfied 
the FM 2016 and AAPT criteria, and 7 (5.4%) satisfied only the FM 
2016 criteria (Table 3). The kappa statistic for the FM 2016 and 
the AAPT was 0.650.

As shown in Table 2, the FM 2016 widespread pain crite-
rion was satisfied by 100% of patients using the FM 2016 and 
by 76% using the AAPT criteria. When the widespread pain 
criterion of pain site extent was used (WPI score ≥7), it was sat-
isfied by 89.9% of subjects positive by the FM 2016 and 66.8% 
of subjects positive by the AAPT criteria. The widespread 
pain criterion of the AAPT (multisite pain score ≥6) was noted 
in 90.0% of subjects positive by the FM 2016 and 100% of 

subjects positive by the AAPT criteria. Of the subjects positive 
for FM by the FM 2016 and the AAPT criteria, 100% met the cri-
terion of having moderate or greater fatigue or sleep problems. 
The FM 2016 symptom criterion (SSS score ≥5) was met by 
100% of subjects positive by the FM 2016 and 80.3% of sub-
jects positive by the AAPT criteria. The PSD Scale score was 
greater in the FM 2016 than in the AAPT criteria (17.7 versus 
15.4), and more individuals satisfied the criterion of PSD Scale 
score ≥12 in the FM 2016 compared with the AAPT criteria 
(100.0% versus 77.5%) (Table 2).

We also examined non-criteria severity items in Table 2. There 
were significant differences between the criteria for the Somatic 
Symptom Scale 8, the Somatic Symptom Scale 6, the SF-12 gen-
eral health subscale, the SF-12 pain interference subscale, PHQ-4 
total scores, and SCQ score.

Figure 1.  The prevalence of fibromyalgia (FM) by a 2016 modification of the American College of Rheumatology criteria for FM (FM 2016) (A) 
and the Analgesic, Anesthetic, and Addiction Clinical Trial Translations Innovations Opportunities and Networks–American Pain Society pain 
taxonomy criteria (B). Circles represent male participants. Diamonds represent female participants.

Table 3.  Comparison of fibromyalgia (FM) criteria variables among FM-positive groups*

Variables
FM 2016 (–)  

AAPT (+)
FM 2016 (+)  

AAPT (+)
FM 2016 (+)  

AAPT (–)
Subjects in group, no. (%) 62 (45.3) 68 (49.6) 7 (5.4)
Age, years 58.1 (53.1, 63.1) 63.4 (58.9, 67.8) 74.3 (68.0, 80.5)
Female, % 63.8 (50.4, 75.3) 69.0 (56.6, 79.2) 47.3 (16.2, 80.6)
WPI score (range 0–19) 6.6 (5.9, 7.4) 10.0 (9.0, 10.9) 8.0 (6.7, 9.3)
SSS score (0–12) 5.7 (5.1, 6.3) 8.1 (7.6, 8.6) 6.5 (5.2, 7.8)
PSD score (0–31) 12.4 (11.5, 13.2) 18.0 (17.0, 19.1) 14.5 (13.0, 16.1)
AAPT pain site score (0–9) 6.5 (6.3, 6.7) 7.2 (7.0, 7.5) 5.0 (NC)

* Values are the mean (95% confidence interval) unless indicated otherwise. AAPT = Analgesic, 
Anesthetic, and Addiction Clinical Trial Translations Innovations Opportunities and Networks–
American Pain Society pain taxonomy criteria; FM 2016 = modification of the American College 
of Rheumatology criteria for FM; NC = not calculable; PSD = Polysymptomatic Distress Scale; 
SSS = Symptom Severity Score; WPI = Widespread Pain Index. 
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Patient-reported physician diagnosis of FM was 1.1% (95% 
CI 0.9, 1.6). There were no statistically significant differences 
between the proportion of physician-diagnosed cases of FM for 
the FM 2016 and the AAPT criteria (14.6 % versus 9.4%) (Table 2).

To further illuminate differences between the FM 2016 and 
AAPT criteria, in Table 3 we compared 3 criteria groups: 62 sub-
jects who satisfied the AAPT criteria but not the FM 2016 crite-
ria, 68 subjects who satisfied both criteria, and 7 subjects who 
were FM 2016 positive and AAPT negative. The WPI score was 
substantially greater for the FM 2016/APPT–positive group com-
pared with the AAPT group alone. This was also true of the AAPT 
pain site score and the SSS score. The overall FM severity score 
(using the PSD Scale score) was greatly elevated in the combined 
group compared to the AAPT solo group (18.0 versus 12.4). 
Figures 2A, B, and C show the distribution of WPI score, SSS 
score, and PSD Scale scores for the FM 2016 group separately 
from the AAPT group. It demonstrates that AAPT criteria shift the 
distribution curves to the left, indicating less FM criteria variable 
severity in AAPT subjects. Figure 2D shows the effect of exam-
ining AAPT (+) FM 2016 (-) separately from AAPT (-) FM 2016 (+) 
distributions. In the 62 AAPT-only subjects, the distribution curve 
is shifted much more to the left, indicating that solo AAPT criteria 
subjects have less severe FM symptoms.

We examined factors that might be responsible for the differ-
ence in prevalence between the 2 sets of criteria under investigation 

(Table 4). One such factor was the decision by the AAPT group 
to mandate as the somatic symptom variable the presence of 
either moderate or greater fatigue or moderate or greater sleep 
problems. This factor was present in 22.9% of the population, and 
all individuals meeting the AAPT or FM 2016 criteria satisfied the 
requirement (Table 2). By contrast, a more rigorous requirement for 
somatic symptoms variables was the SSS score ≥5 of the FM 2016 
criteria. It was found in 14.3% of the general population but only 
80.3% of those meeting AAPT criteria. In Table 4, we recalculated 
the prevalence of positivity by the AAPT criteria using the SSS defi-
nition. We found that the prevalence would have been 3.2%, less 
than the prevalence by the FM 2016 criteria. To be certain that this 
observation could not be the result of the questionnaire we used, we 
noted that 41.8% of those who satisfied the fatigue or sleep variable 
also satisfied the condition of an SSS score ≥5. Then we returned 
to the 2013 study of the German population that used the full set of 
ACR 2011 questions (which are the same in the FM 2016) (20) and 
found that 34.2% of those with moderate or greater fatigue or sleep 
problems satisfied the SSS criterion. Thus, difference in question-
naires could not be the result of the difference in the prevalence of 
the somatic symptom condition.

In a similar vein, we explored the effect of not scoring pain 
in the AAPT pain sites in the 3 nonmusculoskeletal regions: head 
and face, chest, and abdomen/pelvis. On that assumption, the 
prevalence by AAPT criteria would be 3.5% (Table 4).

Figure 2.  Distribution of Widespread Pain Index (A), Symptom Severity Score (B), and Polysymptomatic Distress Scale (C) scores for the 
fibromyalgia (FM) 2016 group separately from the AAPT group and the effect of examining AAPT positive–FM 2016 negative separately from 
AAPT negative–FM 2016 positive distributions (D). AAPT = the Analgesic, Anesthetic, and Addiction Clinical Trial Translations Innovations 
Opportunities and Networks–American Pain Society pain taxonomy criteria; FM 2016 = modification of the American College of Rheumatology 
criteria for FM.
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DISCUSSION

This study shows that the prevalence of FM in the general 
population is 73% greater when diagnosed with the AAPT crite-
ria than when diagnosed with the FM 2016 criteria. This occurs 
because it easier to meet the multisite pain criterion and single 
variable symptom criterion required for diagnosis than it is to meet 
the widespread pain, WPI, and symptom criteria of the FM 2016 
criteria. It follows, therefore, that other scales that measure 
somatic and psychological symptom burden will be more abnor-
mal in the FM 2016 criteria positive subjects.

The definition of FM and the various criteria used to diag-
nose it have changed dramatically over the >40 years of the dis-
order’s recognized existence (21). So, it would be expected that 
different individuals would be identified as having FM at different 
prevalence levels by different criteria sets. In addition, we know 
that FM exists as a continuum of symptoms (20). The cutoff that 
separates fibromyalgia from non-fibromyalgia is not a statistical or 
disease measure; it represents the decisions of those who make 
criteria. The AAPT group picked a multisite pain cutoff of 6, but 
they could have picked 5 or 7, just as Wolfe et al (5) could have 
chosen other values for the FM 2016 criteria.

It may be useful to consider other pain cutoff points. The cri-
teria used by Yunus et al (22, 23) required only pain or aching at ≥3 
anatomic sites and a miscellany of non-pain symptoms. The ACR 
1990 criteria (1) required 4 (rarely 3) pain sites compared to the 6 
in the AAPT criteria, and conditionally more in the FM 2016 crite-
ria. The ACR 1990 criteria did not require non-pain symptoms, 
but the mandatory tender point count was strongly influenced by 
psychological distress (24,25). Although there was no standard-
ized way to measure the extent of pain involvement and non-pain 
symptoms prior to the introduction of the WPI, the SSS, and the 
PSD Scale, the distribution curves of Figure 2 provide informa-
tion as to the effect of different criteria. Easier criteria move the 
key PSD Scale distribution curve to the left and increase apparent 
FM prevalence. Similarly, criteria that require more pain and more 
symptoms move the PSD Scale, the WPI, and the SSS curves to 
the right.

The data of the current study show that the AAPT criteria 
are easier to satisfy and that they identify individuals with FM 
with less pain and fewer symptoms than the FM 2016 criteria. 

But such data cannot tell us which criteria set is better, more 
accurate, or truer. The validity of the criteria examined here have 
to come from external sources, e.g., the comparison of the 2 
criteria sets for patients in clinical settings. However, there are 
important differences between the criteria. The existence of the 
PSD Scale in the FM 2016 as a measure of severity, and the 
FM symptom continuum and its absence in the AAPT scale, are 
important. With the AAPT criteria, which did not provide a use-
ful measure of severity, it can appear as though there are only 2 
states: FM positive and FM negative. With the PSD Scale from 
the FM 2016 criteria, it is easier to understand the spectrum of 
symptoms and how one can go into and out of a diagnosis (26). 
Similarly, FM severity in the AAPT criteria is represented by the 
pain site score and ranges from 6 to 9 (4 units). By contrast, the 
PSD Scale score for those with FM according to the FM 2016 
criteria ranges from 12 to 31 (20 units).

A second advantage of the FM 2016 criteria for a diagnosis 

of FM is that the AAPT, with 3 of 9 pain sites that are primarily 

nonmusculoskeletal (head and face, chest, and abdomen and 

pelvis), may be capturing symptoms of more than a musculoskel-

etal disorder. Rather, it may be identifying symptoms related to a 

broader somatic symptom disorder (27,28). Data from the current 

study show that if head and face, chest, abdomen and pelvis are 

excluded, AAPT prevalence is approximately the same as preva-

lence according to the FM 2016 (3.4% [95% CI 2.7, 4.3]).

The FM 2016 diagnostic criteria are closer to the definition of 

FM according to the International Statistical Classification of Dis-

eases and Related Health Problems, Eleventh Revision: “Fibromy-

algia syndrome (FMS) is a form of chronic widespread pain, which 

is defined as pain in at least 4 of 5 body regions (in at least 3 or 4 

body quadrants), and is associated with sleep disorders, cognitive 

dysfunction, and somatic symptoms. The symptoms have been 

present at a similar level for at least 3 months and are not better 

accounted for by another diagnosis” (29).
Finally, the AAPT definition of chronic widespread pain is 

unusual and different from all previous definitions (30,31). What 
the results of this study may be showing is that the definition of 
FM is inexact given the many sets of previous criteria and the 
discordance between the FM 2016 and AAPT criteria. There 
are no clear boundaries between what is and what is not FM 

Table 4.  Possible effect of altering AAPT criteria definitions*

Category Alteration
AAPT,  

unaltered
AAPT,  

altered
FM 2016,  
unaltered

Prevalence None 5.7 (4.8, 6.8) 3.4 (2.7, 4.3)
Somatic symptoms Use FM 2016 SSS score ≥5, not AAPT ≥ 

moderate fatigue or sleep problems
5.7 (4.7, 6.8) 3.2 (2.7, 3.8)

Pain sites Do not include nonmusculoskeletal 
regions in AAPT site score†

5.7 (4.7, 6.8) 3.5 (2.5, 5.4)

* Values are the % (95% confidence interval). AAPT = Analgesic, Anesthetic, and Addiction Clinical Trial Translations 
Innovations Opportunities and Networks–American Pain Society pain taxonomy criteria; FM 2016 = modification of 
the American College of Rheumatology criteria for FM; SSS = Symptom Severity Score. 
† Head/face, chest, or abdomen/pelvic pain. 
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(32). A  number of studies have found substantial discordance 
between patient-reported diagnosis of FM and assessment using 
FM criteria (33–35). While there are many potential reasons for 
such discordance, uncertainty related to criteria may be one con-
tributing factor. Diagnosis of FM in clinical practice is associated 
with sex and expectation bias, and is susceptible to social pres-
sures (35,36), including a tendency to push the bounds of criteria. 
The simultaneous use of diagnostic criteria and the PSD Scale, 
however, even in broad categories (37), can ameliorate problems 
caused by dichotomization and clinical pressures by document-
ing FM severity.

There are a number of limitations to our study. We followed 
the directions that the AAPT group outlined in their pain map, 
but we used the MBM for the AAPT and the FM 2016 criteria. 
We used similar variables for the FM 2016 symptom scales but 
not the wording used in the 2016 criteria study (5). These dif-
ferences could have influenced the prevalence estimates. Given 
the difficulty of the various and variously applied criteria (38,39), 
it seems clear that epidemiologic estimates of FM will always 
be uncertain. The strength of the current study comes from the 
high-quality effort in data-gathering and the use of standard 
definitions.

In conclusion, we have shown that the prevalence of FM 
is 78% greater using the AAPT criteria compared with using 
the FM 2016 criteria. Additional studies are needed to replicate 
these results in clinical settings, where an increased prevalence 
of severe symptoms will be observed. We believe that a medi-
cal report with the diagnosis of FM should include a description 
of the criteria used for diagnosis. The simultaneous use of a 
PSD Scale measure, which can be part of the criteria ques-
tionnaire, will help to interpret the criteria results. A system of 
PSD Scale categories gives legitimacy to patient’s symptoms 
while keeping the diagnosis intact. Such a system would work 
with the AAPT and FM 2016 criteria. For example, if there were 
categories of none (0–3), mild (4–7), moderate (8–11), severe 
(12–19), and very severe (20–31), then differences in criteria 
results, which might be the result of different criteria sensitivi-
ties, could be understood in terms of the common PSD Scale 
level. Doing this obviates borderline diagnosis error, allows for 
improvement and flares to be recognized, provides a way to 
conceptualize subsyndromal FM, and brings more science into 
diagnosis and management.
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Defining Pain That Does Not Interfere With Activities 
Among Rheumatoid Arthritis Patients
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Kaleb Michaud4

Objective. The objectives of this study were to: 1) characterize the distribution of noninterfering pain (defined 
as the pain intensity level at which individuals can function without interference) across different aspects of life 
among patients with rheumatoid arthritis (RA), and 2) identify clinical characteristics associated with differing levels 
of noninterfering pain.

Methods. Patients with RA in FORWARD, The National Databank for Rheumatic Diseases completed 8 items from 
the Patient-Reported Outcomes Measurement Information System (PROMIS) pain interference item bank that asked 
about interference with activities. If subjects reported pain interference, they were asked, “At what level would pain 
no longer interfere with this activity?” on a scale of 0 to 10. Subjects were also asked, “At what level of pain would 
you be able to do everything you want to do?” Multiple linear regression analyses examined associations between 
clinical characteristics and noninterfering pain.

Results. A total of 3,949 patients with RA completed the questionnaires. Pain interference was most common for 
daily activities and least common for ability to concentrate. The mean ± SD level at which pain no longer interfered 
with activities ranged from 2.7 ± 2.1 for ability to fall/stay asleep to 3.1 ± 2.0 for social activities. Overall, the mean ± 
SD threshold for noninterfering pain was 2.8 ± 1.9. The mean ± SD level of pain at which patients could do everything 
they wanted to do was 2.3 ± 1.9. More severe pain intensity was associated with higher noninterfering pain.

Conclusion. The mean pain level that did not interfere with activities was 3. High pain intensity was associated 
with high self-reported noninterfering pain.

INTRODUCTION

Patients with rheumatoid arthritis (RA) identify pain as one 
of the most important factors that affect their quality of life (1–3). 
Despite advances in RA treatment that have significantly improved 
disease control at a population level, individual patients often con-
tinue to experience significant pain (4–6). This pain differs from 
person to person and is multidimensional, encompassing sensory, 
emotional, and functional aspects (7,8).

Pain interference is defined as the effects of pain on engage-
ment with the physical, cognitive, emotional, and social aspects of 
life (9). Pain intensity and pain interference are strongly correlated 
but not synonymous (10). Factors such as age, stress, and pain 
catastrophizing may all impact pain interference, independent of 
pain intensity (11–13). These observations suggest that there is 

heterogeneity in the amount of pain that individuals can endure 
without it interfering with daily activities, recreational activities, 
and mental health. While some patients appear quite stoic, con-
tinuing to manage household chores, work, and engage in social 
activities with a pain intensity of 5 of 10, others are incapacitated. 
In addition, there may be variability in the amount of pain that can 
be endured with respect to different aspects of life. For exam-
ple, while a pain intensity of 5 of 10 may impact enjoyment of 
life, it may not affect an individual’s ability to perform day-to-day 
activities.

While the ultimate goal may be to eliminate pain, experts 
have indicated that this end point may not be realistic (14). Pain 
in RA is multifactorial in nature, stemming from the inflammatory 
component of the disease, but is further associated with dam-
age, peripheral and central sensitization, and psychosocial factors 
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(15–19). Thus, control of the disease process, which is primarily 
aimed at control of inflammation, may not always result in res-
olution of pain (18,19). Reduction of pain to a level at which it 
does not interfere may be more achievable. For this reason, it is 
important to define the level of pain that is noninterfering and to 
identify characteristics that may be associated with a shift in pain 
threshold, enabling individuals to maximize function and quality of 
life in spite of pain. Therefore, the objectives of this study were to: 
1) characterize the distribution of noninterfering pain (defined as 
the pain intensity level at which individuals can function without 
interference) across different aspects of life among RA patients 
in a large US-wide registry, and 2) identify clinical characteristics 
associated with differing levels of noninterfering pain.

PATIENTS AND METHODS

Sample. Data were derived from patients with rheumatologist-
confirmed RA in FORWARD, The National Databank for Rheumatic 
Diseases (15,16). Recruitment for this US-based, observational, 
longitudinal study was mainly through rheumatologists. Self-
reported data were collected every 6 months, using standardized 
questionnaires in the form of paper questionnaires sent through 
the mail, electronically via a secure online portal, or via a telephone 
interview. All study participants provided written informed consent. 
The Via Christi Institutional Review Board approved all study pro-
cedures. This analysis included 3,949 participants with RA who 
had completed the January 2018 comprehensive questionnaires 
by June 2018. To approximate the response rate, we used data 
from individuals who responded to the previous (July 2017) ques-
tionnaire as the denominator, and we calculated the response rate 
as the proportion of that group who also responded to the Janu-
ary 2018 questionnaire. All clinical variables were assessed at the 
same time as the data on noninterfering pain.

Measures. Demographic characteristics and pain 
interference and noninterfering pain levels. Age, sex, and RA 
duration were obtained via self-report. Subjects completed 
8 items from the Patient-Reported Outcomes Measurement 
Information System (PROMIS) pain interference item bank that 
asked the degree to which pain interfered with activities (from 

“not at all” to “very much”) (17). These 8 items included the 
4 items in the static short form, as well as 4 additional items 
chosen to represent a range of activities (see Supplementary 
Figure 1, available on the Arthritis Care & Research web-
site at http://onlin​elibr​ary.wiley.com/doi/10.1002/acr.24170/​
abstract). If subjects reported any pain interference, they were 
asked, “At what level would pain no longer interfere with this 
activity?” To assess participants’ overall sense of noninter-
fering pain, participants were also asked, “At what level of 
pain would you be able to do everything you want to do?” 
Responses were collected using a 0–10 Numerical Rating 
Scale (NRS; 10 = severe pain).

Other patient-reported outcomes. Several other patient-
reported outcomes were examined as potential characteris-
tics associated with noninterfering pain. These included pain 
intensity, fatigue, and sleep problems, which were all mea
sured using a single-item NRS with scores ranging from 0 (no 
pain/fatigue/sleep disturbance) to 10 (extreme pain/fatigue/
sleep disturbance). Physical function was assessed with the 
Health Assessment Questionnaire II (HAQ-II); higher scores 
indicate worse function (18). Comorbidities were tallied using 
the Rheumatic Disease Comorbidity Index (19), and depres-
sion was evaluated using the Patient Health Questionnaire 8 
(20). The Polysymptomatic Distress Scale, which includes the 
Widespread Pain Index and Symptom Severity Score from the 
American College of Rheumatology 2010 fibromyalgia criteria, 
was used to measure fibromyalgia symptoms as a proxy for 
centralized pain (21,22).

Statistical analysis. Descriptive statistics (e.g., mean ± SD 
and number [%]) were calculated for the total study sample. 
Histograms were plotted to visually display the distribution of 
variables. The percentage of patients who endorsed pain inter-
ference with each activity was calculated by dividing the number 
of patients who reported “a little bit,” “somewhat,” “quite a bit,” or 
“very much” pain interference by the total number of patients who 
answered that question. Mean ± SDs and medians (interquartile 
ranges) were calculated to summarize the distribution of answers 
to each question about the pain level that would not interfere with 
each activity.

To determine if an overall mean of noninterfering pain could 
be calculated, internal consistency was assessed using Cron-
bach’s alpha for all items and with each item deleted. Item-total 
correlations were also examined. For participants who answered 
at least 6 of 8 questions about noninterfering pain, the mean of all 
answered items was calculated to provide a summary measure of 
noninterfering pain.

Univariate and multiple linear regression analyses were used 
to examine associations between noninterfering pain and the 
following characteristics: age, sex, disease duration, body mass 
index, Rheumatic Disease Comorbidity Index, disability (using 
the HAQ-II), pain intensity NRS, fatigue NRS, self-reported 

SIGNIFICANCE & INNOVATIONS
•	 This is the first study to assess the level of pain that 

patients with rheumatoid arthritis (RA) can tolerate 
without this pain interfering with specific activities.

•	 Results indicate that pain levels ≥3 of 10 are associ-
ated with interference with activities, regardless of 
the specific type of activity.

•	 RA patients who reported higher pain intensity also 
reported that they could work through higher levels 
of pain.

http://onlinelibrary.wiley.com/doi/10.1002/acr.24170/abstract
http://onlinelibrary.wiley.com/doi/10.1002/acr.24170/abstract
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current depression, sleep problems NRS, and fibromyalgia symp-
tom severity (using the Polysymptomatic Distress Scale). Two 
adjusted models were evaluated: 1) age- and sex-adjusted mod-
els, and 2) fully adjusted models including all of the above vari-
ables. Prior to inclusion in the fully adjusted models, collinearity 
diagnostics were run to ensure that all tolerance estimates were 
above 0.1, and all variance inflation factors were below 3. All anal-
yses used SAS, version 9.4.

RESULTS

As of June 2018, 3,949 RA patients had completed the 
questionnaires on pain interference and noninterfering pain 
(Table 1). The approximate response rate was 82%. The aver-
age age was mean ± SD 65.4 ± 11.9 years, and 3,237 patients 
(83.5%) were female. The average RA duration was mean ± SD 
21.7 ± 12.6 years.

PROMIS pain interference scores covered the entire poten-
tial score range (from 1 “not at all” to 5 “very much”) for each 
item. Distributions were right-skewed, with the largest proportion 
of patients indicating that pain interfered “not at all” or “a little bit” 
with each specific activity. Pain interference was most common 
for daily activities (76.2%) and least common for ability to concen-
trate (51.3%) (Figure 1 and Table 2).

Noninterfering pain scores covered the entire potential score 
range (from 0 to 10) for each item. Participants indicated that the 
level of pain at which they would be able to do everything that they 
wanted to do was mean ± SD 2.3 ± 1.9. The mean ± SD level at 
which pain no longer interfered with specific activities ranged from 
2.7 ± 2.1 for the ability to fall/stay asleep to 3.1 ± 2.0 for social 
activities. Distributions were right-skewed (Figure 2). The percent-
age of patients who reported that pain level had to be 0 in order 
for it to not interfere with specific activities ranged from 6.0% for 
work around the house up to 10.8% for the ability to fall asleep/
stay asleep. On the opposite side of the spectrum, the percent-
age of patients who reported that pain level would have to be ≥8 
before interfering with activities ranged from 3.4% for the ability to 
participate in social activities to 5.5% for ability to work.

Internal consistency across items for noninterfering pain for 
specific activities was high (Cronbach’s α = 0.97). Estimates for 
Cronbach’s alpha with each item deleted were all <0.97, indicat-
ing that no item should be dropped from the overall calculation. 
The correlation of each item with the total score was between 
0.82 and 0.92, indicating that the items were measuring the same 
concept. Overall, the mean ± SD threshold for noninterfering pain, 
averaged across all 8 activities, was 2.8 ± 1.9.

Multiple linear regression models were constructed to assess 
the association between clinical characteristics and noninterfering 
pain. Collinearity diagnostics indicated no collinearity. All tolerance 
estimates were above 0.1, and all variance inflation factors were 
below 3. Of the 11 potential predictors, only more intense pain 

Table 1.  Baseline cohort characteristics*

Clinical characteristics† Value
Age, years 65.4 ± 11.9
Female sex, no. (%) 3,237 (83)
Obese, no. (%) 1,408 (36)
RA duration, years 21.7 ± 12.6
Physical function score, HAQ-II (range 0–3) 0.9 ± 0.7
Pain intensity score, NRS (range 0–10) 3.4 ± 2.6
Fatigue score, NRS (range 0–10) 3.8 ± 2.9
Sleep problems score, NRS (range 0–10) 3.6 ± 3.0
PSD score (range 0–31) 8.2 ± 6.8
Depression score, PHQ-8 (range 0–24) 4.9 ± 4.9

* Values are the mean ± SD unless indicated otherwise. HAQ-II = 
Health Assessment Questionnaire II; NRS = Numerical Rating Scale; 
PHQ-8 = Patient Health Questionnaire 8; PSD = Polysymptomatic 
Distress Scale; RA = rheumatoid arthritis. 
† The total number of patients with data on each question was as 
follows: 3,949 for age; 3,877 for female sex; 3,875 for obese; 3,723 
for RA duration; 3,805 for physical function; 3,934 for pain intensity; 
3,908 for fatigue; 3,456 for sleep problems; 2,126 for PSD score; and 
3,864 for depression. 

Figure 1.  Distributions of responses for selected Patient-Reported Outcomes Measurement Information System (PROMIS) items on the 
amount of pain interference for work around the home (A), fall sleep/stay asleep (B), social activities (C), and concentrate (D).
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was significantly associated with higher noninterfering pain levels 
(β = 0.20, P < 0.0001) (Table 3). In other words, when all other 
characteristics were held the same, patients with 1-unit higher 
pain intensity reported 0.2 units greater noninterfering pain level. 
A larger proportion of patients with high pain intensity reported 
higher noninterfering pain levels (Figure 3). Other characteristics 
tested were not statistically significant at α = 0.05.

DISCUSSION

Our results show that pain has a significant impact on 
patients’ lives with more than one-half of RA patients (51.3%) 
reporting that pain interferes at least a little bit with their ability to 
concentrate, and 76.2% reporting that pain interferes at least a 
little bit with daily activities. Participants reported an average pain 

intensity of 3.4 on a 0–10 scale, while also reporting that average 
pain intensity would have to be <3 in order for pain not to inter-
fere with activities, and closer to 2 in order to enable them to do 
everything that they wanted to do.

Several studies have reported that pain and function are 
the 2 most important priorities to RA patients (23–25). In a 
study examining the feasibility of using PROMIS domains as 
patient-identified treatment targets (1), 37% selected pain as 
the domain of highest priority. Patients who chose pain as their 
highest priority were most interested in tracking their ability to 
complete activities of daily living, such as laundry or grocery 
shopping. Similarly, our study identified daily activities, work 
around the house, and household chores as the activities most 
commonly affected by pain. Together, these results empha-
size the strong effect that pain exerts on common activities 

Table 2.  The proportion of patients with rheumatoid arthritis who experience pain 
interference and the pain level at which pain does not interfere with activities*

Activity†

% who 
experienced  

pain interference‡

Pain level that would not 
interfere with activity

Mean ± SD Median (IQR)
Daily activities 76.2 3.0 ± 2.0 3 (2–4)
Work around the house 74.0 3.0 ± 2.0 3 (2–4)
Household chores 71.1 3.0 ± 2.1 2 (2–4)
Fall asleep/stay asleep 65.2 2.7 ± 2.1 2 (1–4)
Enjoyment of life 63.2 2.9 ± 2.2 2 (1–4)
Ability to work 61.7 3.0 ± 2.3 3 (1–4)
Social activities 59.4 3.1 ± 2.0 3 (2–4)
Ability to concentrate 51.3 2.8 ± 2.1 2 (1–4)

* IQR = interquartile range; PROMIS = Patient-Reported Outcomes Measurement Infor
mation System. 
† The total number of patients who responded to each question was as follows: 3,943 for 
work around the house; 3,940 for daily activities; 3,938 for household chores and social 
activities; 3,915 for fall asleep/stay asleep; 3,911 for enjoyment of life; 3,913 for ability to 
concentrate; and 1,913 for ability to work. A total of 1,982 subjects did not answer the 
question regarding ability to work because they were retired or otherwise not working. 
‡ According to PROMIS pain interference questions. The percentage of patients who 
endorsed pain interference with each activity was calculated by dividing the number 
of patients who reported “a little bit,” “somewhat,” “quite a bit,” or “very much” pain 
interference by the total number of patients who answered that question. 

Figure 2.  Distributions of responses to the question, “If pain interferes at all, at what level would pain no longer interfere with this activity?” for 
work around the home (A), fall sleep/stay asleep (B), social activities (C), and concentrate (D).
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necessary for daily living and highlight the importance of man-
aging pain to improve patients’ functionality as a part of their 
normal, everyday routine.

While pain most frequently interfered with daily activities, 
falling asleep/staying asleep was the activity associated with the 
lowest noninterfering pain level. In other words, RA patients per-
ceived falling asleep/staying asleep to be most sensitive to pain. 
A study examining the relationship between sleep problems and 

disease activity in RA reported that insomnia and poor sleep qual-
ity were positively correlated with RA disease activity, whereas 
daytime sleepiness was inversely correlated with RA disease 
activity, possibly due to pain-related alertness (26). Other cross-
sectional studies have identified sleep problems as a potential 
cause for enhanced pain sensitivity and fatigue (27–29), and a 
laboratory-based study demonstrated that partial night sleep dep-
rivation resulted in worse outcomes of fatigue, depression, and 
pain in RA (30). These observations highlight the reciprocal rela-
tionship between pain and sleep problems, as well as the impact 
of sleep problems on other important outcomes, such as fatigue 
and depression. Future studies are needed to determine whether 
treatment strategies, such as cognitive behavioral therapy, may 
be useful in breaking the cycle of pain begetting sleep problems, 
which, in turn, may lead to more pain, fatigue, and depression.

Although falling asleep/staying asleep was the activity asso-
ciated with the lowest noninterfering pain level, the range between 
the lowest and highest noninterfering pain levels was small (mean 
2.7–3.1), suggesting that, overall, the noninterfering pain level did 
not vary depending on activity type. Since this is the first time 
that noninterfering pain levels have been reported in RA, we do 
not have data from anchor-based methods or global ratings of 
change to inform what constitutes a minimum important differ-
ence (MID) in noninterfering pain. In the absence of these data, a 
general guideline is that the MID is approximately one-half of the 
SD (31). Based on the SDs for noninterfering pain in this study 
(Table 2), an estimate of the MID for noninterfering pain would 
be between 1.0–1.2. This difference is 2.5–3 times greater than 
the maximum difference in noninterfering pain level across differ-
ent activities, supporting our clinical intuition that these differences 
are not clinically meaningful.

When items were combined into a single scale, the over-
all mean ± SD pain level that did not interfere with activities 
was 2.8 ± 1.9, which was slightly higher than the mean pain 
level of 2.3 ± 1.9 in response to the question, “At what level of 
pain would you be able to do everything you want to do?” This 

Table 3.  Predictors of noninterfering pain level expressed as β coefficients and P values*

Clinical characteristic

Unadjusted Age and sex adjusted Fully adjusted

β P β P β P
Age, years –0.007 0.01 –0.006 0.03 –0.002 0.56
Female sex 0.05 0.59 0.02 0.80 –0.06 0.62
Obese (BMI ≥30 kg/m2) 0.30 <0.0001 0.27 0.0001 –0.02 0.81
RA duration, years 0.004 0.11 0.006 0.03 0.004 0.23
Physical function score, HAQ-II (range 0–3) 0.67 <0.0001 0.70 <0.0001 0.03 0.72
Pain intensity score, NRS (range 0–10) 0.26 <0.0001 0.26 <0.0001 0.20 <0.0001
Fatigue score, NRS (range 0–10) 0.18 <0.0001 0.18 <0.0001 0.02 0.48
Sleep problems score, NRS (range 0–10) 0.13 <0.0001 0.13 <0.0001 0.01 0.60
PSD score (range 0–31) 0.07 <0.0001 0.06 <0.0001 0.01 0.27
Depression score, PHQ-8 (range 0–24) 0.08 <0.0001 0.08 <0.0001 –0.006 0.65
Rheumatic Disease Comorbidity Index 

(range 0–9)
0.13 <0.0001 0.14 <0.0001 0.02 0.40

* Higher scores on all scales indicate worse outcomes. BMI = body mass index; HAQ-II = Health Assessment Questionnaire II;
NRS = Numerical Rating Scale; PHQ-8 = Patient Health Questionnaire 8; PSD = Polysymptomatic Distress Scale; RA = rheumatoid 
arthritis. 

Figure 3.  Percentage of patients with rheumatoid arthritis in each 
quintile of noninterfering pain, stratified by self-reported pain severity. 
Higher noninterfering pain categories indicate greater pain tolerance.
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discrepancy may be due to greater pain interference with activi-
ties that were not specifically assessed in this study. For example, 
we did not assess pain interference with tasks away from home 
(e.g., getting groceries, running errands), which was a priority item 
identified in a recent study of RA patients asked to select PROMIS 
items that addressed their treatment goals (1). Another explana-
tion may be that RA patients have more difficulty responding to a 
general question about “everything you want to do,” compared to 
questions about specific activities and functions, leading to a bias 
in response. Because the question is quite broad, subjects may 
also differ in their response depending on comorbidities, living sit-
uations, and social context.

The mean ± SD overall noninterfering pain level (2.8 ± 1.9) in 
this study was only slightly lower than the mean ± SD pain intensity 
level (3.4 ± 2.6). The magnitude of difference in these values may 
differ across study populations. Our study population consisted of 
established RA patients (mean ± SD disease duration 21.7 ± 12.6 
years) with well-managed disease. It is likely that mean pain inten-
sity would be higher in individuals with more active inflammatory 
disease, such as early RA patients whose treatment regimens 
are still in flux. Individuals may also progress through stages of 
reactions to chronic illness, initially experiencing shock, anxiety, 
and depression, before reaching a state of acknowledgement and 
adjustment (32,33). Based on this theory, individuals with recent-
onset disease may report lower noninterfering pain than those 
with long disease durations because individuals with established 
disease have learned to adjust to their disease. Each individual’s 
course may differ, however, because coping strategies vary and 
are not always adaptive (34). Further studies are needed to study 
the relationship between pain intensity and noninterfering pain in 
different study populations (e.g., early RA, active RA, socioeco
nomically disadvantaged patients), as well as to examine the im
pact of specific coping strategies on noninterfering pain in RA.

In multivariable analyses, higher pain intensity was the only 
characteristic independently associated with higher noninterfering 
pain levels. This finding may indicate that patients who routinely 
experience severe pain acclimate to it and are therefore able to 
function at higher levels of pain than those who experience less 
intense pain. Alternatively, the results could be the outcome of 
a response bias, resulting from subjects’ tendencies to rate 
items similarly. For example, subjects who rate pain highly may 
also rate noninterfering pain levels highly, simply because they 
are high raters. The reasons underlying the association between 
high pain intensity and high noninterfering pain need to be further 
investigated prior to designing interventions to decrease the gap 
between pain intensity and noninterfering pain.

Limitations of this study include the absence of data on tender 
and swollen joint counts and acute-phase reactants, which limit 
our ability to evaluate the impact of inflammatory disease activity 
on pain interference and noninterfering pain levels. In addition, the 
questions regarding pain interference were prefaced by the stem, 
“Compared to 6 months ago.” Thus, participants who had high 

levels of pain interference 6 months ago may have responded 
with lower ratings of interference than they would have without 
this comparison; whereas those who had no/minimal pain inter-
ference 6 months ago may have responded with higher ratings of 
interference than they would have without this comparison. This 
would have affected our results by decreasing the spread of the 
data. It may have also decreased the proportion of patients with 
pain interference if participants interpreted the “not at all” answer 
option to mean no change from 6 months ago, rather than no 
pain interference at all. Thus, our estimates of the proportion of 
individuals who reported pain interference are likely to be con-
servative estimates. Last, participants in FORWARD represent a 
relatively well-managed and well-educated population, resulting in 
a participation bias that may limit the generalizability of our results.

This study also has a number of strengths. Data were obtained 
from a large observational cohort of RA patients primarily recruited 
from routine clinical practice, enhancing the generalizability of 
results. The incorporation of the PROMIS pain interference items 
enabled a comprehensive assessment of the consequences of 
pain on relevant aspects of patients’ lives. The addition of ques-
tions asking patients about the level of pain that would no longer 
interfere with specific activities, linked to the PROMIS pain inter-
ference items, enabled a novel evaluation of how patients differ in 
their ability to work through pain.

In conclusion, more than one-half of RA patients reported 
that pain interfered with function, most commonly affecting daily 
activities. On average, pain levels had to be <3 of 10 in order to 
not interfere with function. These data highlight the importance 
of effective pain management, with a goal of reducing pain levels 
to <3 of 10. Future studies are also needed to identify interven-
tions such as cognitive behavioral therapy or mindfulness-based 
strategies that can increase this threshold, enabling RA patients to 
augment quality of life and function, notwithstanding pain.

ACKNOWLEDGMENTS

We acknowledge the participants and staff of FORWARD, The 
National Databank for Rheumatic Diseases.

AUTHOR CONTRIBUTIONS

All authors were involved in drafting the article or revising it critically 
for important intellectual content, and all authors approved the final version 
to be submitted for publication. Dr. Lee had full access to all of the data 
in the study and takes responsibility for the integrity of the data and the 
accuracy of the data analysis.
Study conception and design. Lee, Katz, Quebe, Sun, Patel, Gaich, 
Michaud.
Acquisition of data. Katz, Michaud.
Analysis and interpretation of data. Lee, Katz, Quebe, Sun, Patel, 
Gaich, Michaud.

ROLE OF THE STUDY SPONSOR

Employees of Eli Lilly and Company were involved in the interpretation 
of data, drafting the article, and revising it critically for intellectual content. 
They also approved the final version to be published.



LEE ET AL 632       |

REFERENCES
	1.	 Bacalao EJ, Greene GJ, Beaumont JL, Eisenstein A, Muftic A, 

Mandelin AM, et al. Standardizing and personalizing the treat to 
target (T2T) approach for rheumatoid arthritis using the Patient-
Reported Outcomes Measurement Information System (PROMIS): 
baseline findings on patient-centered treatment priorities. Clin 
Rheumatol 2017;36:1729–36.

	2.	 Heiberg T, Finset A, Uhlig T, Kvien TK. Seven year changes in health 
status and priorities for improvement of health in patients with rheu-
matoid arthritis. Ann Rheum Dis 2005;64:191–5.

	3.	 Ten Klooster PM, Veehof MM, Taal E, van Riel PL, van de Laar MA. 
Changes in priorities for improvement in patients with rheumatoid 
arthritis during 1 year of anti-tumour necrosis factor treatment. Ann 
Rheum Dis 2007;66:1485–90.

	4.	 Lee YC, Cui J, Lu B, Frits ML, Iannaccone CK, Shadick NA, et al. 
Pain persists in DAS28 rheumatoid arthritis remission but not in 
ACR/EULAR remission: a longitudinal observational study. Arthritis 
Res Ther 2011;13:R83.

	5.	 Taylor PC, Moore A, Vasilescu R, Alvir J, Tarallo M. A structured lit-
erature review of the burden of illness and unmet needs in patients 
with rheumatoid arthritis: a current perspective. Rheumatol Int 
2016;36:685–95.

	6.	 Altawil R, Saevarsdottir S, Wedrén S, Alfredsson L, Klareskog 
L, Lampa J. Remaining pain in early rheumatoid arthritis 
patients treated with methotrexate. Arthritis Care Res (Hoboken) 
2016;68:1061–8.

	7.	 Anderson DL. Development of an instrument to measure pain in 
rheumatoid arthritis: Rheumatoid Arthritis Pain Scale (RAPS). Arthritis 
Rheum 2001;45:317–23.

	8.	 De Luca K, Parkinson L, Downie A, Blyth F, Byles J. Three sub-
groups of pain profiles identified in 227 women with arthritis: a latent 
class analysis. Clin Rheumatol 2017;36:625–34.

	9.	 Riley WT, Rothrock N, Bruce B, Christodolou C, Cook K, Hahn EA, 
et al. Patient-reported outcomes measurement information system 
(PROMIS) domain names and definitions revisions: further eval-
uation of content validity in IRT-derived item banks. Qual Life Res 
2010;19:1311–21.

	10.	Fayers PM, Hjermstad MJ, Klepstad P, Loge JH, Caraceni A, Hanks 
GW, et al. The dimensionality of pain: palliative care and chronic pain 
patients differ in their reports of pain intensity and pain interference. 
Pain 2011;152:1608–20.

	11.	Thomas JG, Pavlovic J, Lipton RB, Roth J, Rathier L, O’Leary KC, 
et al. Ecological momentary assessment of the relationship between 
headache pain intensity and pain interference in women with 
migraine and obesity. Cephalalgia 2016;36:1228–37.

	12.	Covic T, Adamson B, Hough M. The impact of passive cop-
ing on rheumatoid arthritis pain. Rheumatology (Oxford) 2000;​
39:1027–30.

	13.	Thastum M, Herlin T, Zachariae R. Relationship of pain-coping strat-
egies and pain-specific beliefs to pain experience in children with 
juvenile idiopathic arthritis. Arthritis Rheum 2005;53:178–84.

	14.	Turk DC, Swanson KS, Tunks ER. Psychological approaches in the 
treatment of chronic pain patients: when pills, scalpels, and needles 
are not enough. Can J Psychiatry 2008;53:213–23.

	15.	Michaud K. The National Data Bank for Rheumatic Diseases (NDB). 
Clin Exp Rheumatol 2016;34 Suppl 101:S100–1.

	16.	Wolfe F, Michaud K. The National Data Bank for rheumatic diseases: 
a multi-registry rheumatic disease data bank. Rheumatology (Oxford) 
2011;50:16–24.

	17.	Amtmann D, Cook KF, Jensen MP, Chen WH, Choi S, Revicki D, 
et al. Development of a PROMIS item bank to measure pain interfer-
ence. Pain 2010;150:173–82.

	18.	Fries JF, Spitz P, Kraines RG, Holman HR. Measurement of patient 
outcome in arthritis. Arthritis Rheum 1980;23:137–45.

	19.	England BR, Sayles H, Mikuls TR, Johnson DS, Michaud K. 
Validation of the Rheumatic Disease Comorbidity Index. Arthritis 
Care Res (Hoboken) 2015;67:865–72.

	20.	Kroenke K, Strine TW, Spitzer RL, Williams JB, Berry JT, Mokdad 
AH. The PHQ-8 as a measure of current depression in the general 
population. J Affect Disord 2009;114:163–73.

	21.	Wolfe F, Clauw DJ, Fitzcharles MA, Goldenberg DL, Hauser W, 
Katz RS, et al. Fibromyalgia criteria and severity scales for clinical 
and epidemiological studies: a modification of the ACR Preliminary 
Diagnostic Criteria for Fibromyalgia. J Rheumatol 2011;38:​
1113–22.

	22.	Wolfe F, Brähler E, Hinz A, Häuser W. Fibromyalgia prevalence, 
somatic symptom reporting, and the dimensionality of polysymp-
tomatic distress: results from a survey of the general population. 
Arthritis Care Res (Hoboken) 2013;65:777–85.

	23.	Heiberg T, Kvien TK. Preferences for improved health examined in 
1,024 patients with rheumatoid arthritis: pain has highest priority. 
Arthritis Rheum 2002;47:391–7.

	24.	Sanderson T, Morris M, Calnan M, Richards P, Hewlett S. Patient 
perspective of measuring treatment efficacy: the rheumatoid arthritis 
patient priorities for pharmacologic interventions outcomes. Arthritis 
Care Res (Hoboken) 2010;62:647–56.

	25.	Van Tuyl LH, Sadlonova M, Hewlett S, Davis B, Flurey C, Goel N, 
et al. The patient perspective on absence of disease activity in rheu-
matoid arthritis: a survey to identify key domains of patient-perceived 
remission. Ann Rheum Dis 2017;76:855–61.

	26.	Westhovens R, Van der Elst K, Matthys A, Tran M, Gilloteau I. 
Sleep problems in patients with rheumatoid arthritis. J Rheumatol 
2014;41:31–40.

	27.	Lee YC, Lu B, Edwards RR, Wasan AD, Nassikas NJ, Clauw DJ, 
et al. The role of sleep problems in central pain processing in rheu-
matoid arthritis. Arthritis Rheum 2013;65:59–68.

	28.	Katz P, Margaretten M, Trupin L, Schmajuk G, Yazdany J, Yelin E. 
Role of sleep disturbance, depression, obesity, and physical inac-
tivity in fatigue in rheumatoid arthritis. Arthritis Care Res (Hoboken) 
2016;68:81–90.

	29.	Ulus Y, Akyol Y, Tander B, Durmus D, Bilgici A, Kuru O. Sleep 
quality in fibromyalgia and rheumatoid arthritis: associations with 
pain, fatigue, depression, and disease activity. Clin Exp Rheumatol 
2011;29 Suppl 69:S92–6.

	30.	Irwin MR, Olmstead R, Carrillo C, Sadeghi N, Fitzgerald JD, 
Ranganath VK, et al. Sleep loss exacerbates fatigue, depression, 
and pain in rheumatoid arthritis. Sleep 2012;35:537–43.

	31.	Norman GR, Sloan JA, Wyrwich KW. Interpretation of changes in 
health-related quality of life: the remarkable universality of half a 
standard deviation. Med Care 2003;41:582–92.

	32.	Treharne GJ, Lyons AC, Booth DA, Mason SR, Kitas GD. Reactions 
to disability in patients with early versus established rheumatoid 
arthritis. Scand J Rheumatol 2004;33:30–8.

	33.	Antonak RF, Livneh H. A hierarchy of reactions to disability. Int J 
Rehabil Res 1991;14:13–24.

	34.	Hamilton NA, Zautra AJ, Reich J. Individual differences in emotional 
processing and reactivity to pain among older women with rheuma-
toid arthritis. Clin J Pain 2007;23:165–72.



633  

Arthritis Care & Research
Vol. 73, No. 5, May 2021, pp 633–639
DOI 10.1002/acr.24154
© 2020, American College of Rheumatology

Predictors of Smoking Cessation in Patients With 
Rheumatoid Arthritis in Two Cohorts: Most Predictive 
Health Care Factors
Maria Schletzbaum,1 Xing Wang,1 Robert Greenlee,2 Megan E. Piper,1 and Christie M. Bartels1

Objective. Recognizing smoking as a risk factor for rheumatoid arthritis (RA) severity, the present study was 
undertaken to evaluate patient- and health care–level predictors of smoking cessation in patients with RA to guide 
implementation of smoking cessation interventions.

Methods. Electronic health record data from 2 health systems were abstracted for patients with at least 2 
International Classification of Disease diagnosis codes for RA between 2005 and 2016. Patients missing smoking 
statuses or with <6 months of follow-up were excluded. Multivariable logistic regression was used to determine 
predictors of smoking cessation.

Results. Among 3,577 patients with RA, 507 smoked at baseline, and 29% quit over a median of 4.75 years. Black 
male patients, ages 40–59 years and enrolled in Medicaid, were significantly more likely to be baseline smokers; 
however, none of these factors predicted cessation. Instead, patients new to rheumatology care were 60% more 
likely to quit (adjusted odds ratio [ORadj] 1.60 [95% confidence interval (95% CI) 1.02–2.50]), and patients in the rural 
community health system were 66% more likely to quit (ORadj 1.66 [95% CI 1.03–2.69]). Seropositive patients were 
43% less likely to quit smoking (ORadj 0.57 [95% CI 0.35–0.91]).

Conclusion. Health care factors, including health system and being new to rheumatology care, were more 
predictive of smoking cessation in patients with RA than patient sociodemographic factors, suggesting an important 
role for health system cessation efforts for patients with RA. Seropositive patients were less likely to quit and may 
particularly benefit from cessation support. Emphasizing smoking cessation with new or seropositive RA patients and 
leveraging health system interventions could improve smoking cessation and outcomes in RA.

INTRODUCTION

Smoking doubles the risk of developing rheumatoid arthritis 
(RA) (1), particularly the risk for seropositive RA (2) (rheumatoid 
factor or anti–cyclic citrullinated peptide autoantibodies) and for 
poor prognosis. Smoking additionally contributes to cardiovascu-
lar, pulmonary, and oncologic diseases, which are the main causes 
of death in patients with RA (3). Continuing to smoke after being 
diagnosed with RA contributes to RA severity (4), treatment failure 
(5,6), and higher medication dose requirements (7). Patients with 
RA who continue smoking for at least 5 years after RA diagnosis 
are at even greater risk of death than smokers without RA and 
patients with RA who quit smoking (8). While patients are more 
likely to quit smoking after diagnosis of a smoking-related chronic 

disease, research shows that most will continue to smoke (8–10). 
Further, most patients with RA are not aware of the associations 
between smoking and RA development and complications (11), 
although such knowledge could influence cessation attempts.

In the US, some populations are more likely to be current 
smokers: men, individuals ages 25–64 years, American Indian/
Alaska Natives, those of low socioeconomic status (SES), and 
those living in rural areas or in the Midwestern and Southern states 
(12). Cessation rates in the US are associated with sex, age, race, 
and SES (10,12–14). While smoking cessation is universally rec-
ommended, knowing which patient populations are less likely to 
quit is helpful for targeting interventions. Furthermore, modifiable 
factors that increase cessation can help guide intervention imple-
mentation. Health system–level interventions such as smoking 
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cessation intervention training for providers and staff, identification 
of smokers and documentation reminders in health records, and 
designated clinic staff responsible for cessation support are rec-
ognized as key for improving cessation rates by national tobacco 
cessation guidelines (15,16). However, it is unknown which patient 
or health system factors predict smoking cessation in patients 
with RA.

Given the adverse outcomes in patients with RA who con-
tinue smoking, the objective of our study was to identify predictors 
of smoking cessation in patients with RA in 2 health systems to 
guide future intervention implementation efforts. Based on known 
disparities in smoking initiation and cessation in the general and 
chronic disease population, we hypothesized that patient socio-
demographic factors (sex, race, SES) would predict smoking ces-
sation in patients with RA.

PATIENTS AND METHODS

Inclusion and exclusion. Electronic health records (EHRs) 
at 2 Midwestern health systems, 1 suburban academic system 
and 1 rural community system, were screened for RA cohort eli-
gibility. Inclusion criteria were ages ≥18 years and at least 2 RA 
diagnosis codes (International Classification of Diseases, Ninth 
Revision [ICD-9] codes 714.0–714.33, 714.4, 714.8, 714.81, 
or 714.89) on 2 distinct dates, at least 2 months apart, within 
a 24-month period using a previously validated search algorithm 
(17,18). ICD-10 codes were back-converted to ICD-9 codes. 
For the suburban academic system, the study eligibility period 
was from January 1, 2003 through December 31, 2016 based 
on when EHRs were implemented. For the rural community sys-
tem, the study eligibility period was from January 1, 2005 through 
December 31, 2016 based on when reliable smoking status data 
were available in the EHR. The index date was defined as the date 

of the first RA diagnosis code. The 12 months preceding the first 
RA diagnosis code (index date) were designated as the baseline 
period to evaluate baseline smoking status, comorbidities, and 
health care utilization. In order to assess the outcome of smok-
ing cessation, at least 6 months of observation time following the 
index date were required for cohort inclusion. Study end date was 
the date of patient death, date of last health care encounter before 
the first occurrence of a 24-month or longer period without any 
encounters, or December 31, 2016. Patients also had to have at 
least 1 primary care visit (family medicine, internal medicine, ger-
iatrics, obstetrics/gynecology, or pediatrics) and at least 1 rheu-
matology visit in the system during the baseline or study period 
to help ensure equal likelihood of capturing cessation. This med-
ical records study was approved by the Minimal Risk Institutional 
Review Board at the University of Wisconsin School of Medicine 
and Public Health with a waiver of informed consent.

Smoking and cessation outcome classification. Base-
line smoking status was determined by the patient’s smoking 
status (never, current, or former) at the baseline health care visit 
immediately preceding the index date. Final smoking status was 
determined by the patient’s EHR-documented smoking status at 
the most recent health care visit on or before the patient’s study 
end date. Only patients with a baseline smoking status of current 
smoker were included in the cohort being evaluated for smoking 
cessation. As the primary outcome, patients who were current 
smokers at baseline and former smokers at the end of their study 
participation were classified as cessations. Patients who reported 
that they were current smokers at baseline but were listed as 
never smokers at the end of the study were imputed as quit at the 
end of the study (n = 18). Patients who remained current smokers 
were classified as continued smokers.

Covariates. Information on patient sociodemographics and 
comorbidities was obtained from EHR data. Sociodemographic 
variables included patient age, sex, race, ethnicity, and having 
Medicaid coverage. Race was self-reported as Caucasian/White, 
African American/Black, Asian, American Indian/Alaska Native, 
and other, including Native Hawaiian and Pacific Islander. At 1 
health system, patients could select multiple races. If multiple 
races were selected, patients were categorized in the indicated 
non-White race category. Information on Hispanic ethnicity was 
collected separately from race. As an indicator of SES, patients 
were classified as ever having Medicaid coverage if they had any 
EHR claims paid by Medicaid during the baseline or study period.

Comorbidity data were collected from the 12-month baseline 
period before the first RA coded visit. Comorbidities included prior 
diabetes mellitus, hypertension, hyperlipidemia, chronic obstruc-
tive pulmonary disease, asthma, and cardiovascular disease 
(prior myocardial infarction, revascularization procedure, ischemic 
heart disease, heart failure, transient ischemic attack/stroke, and 
peripheral vascular disease) defined using previously validated 

SIGNIFICANCE & INNOVATIONS
• Despite recognition of smoking as a risk factor

for poor rheumatoid arthritis (RA) outcomes, little 
is known about what predicts smoking cessation 
among patients with RA.

• We found that health system factors were more
predictive of smoking cessation than patient so-
ciodemographic factors, highlighting the value 
of implementing health system interventions for 
smoking cessation.

• Patients new to rheumatology care were 60% more
likely to quit smoking, while seropositive patients 
were 43% less likely to quit smoking. Thus, new 
patients and seropositive patients present oppor-
tunities to emphasize the relationship between 
smoking and RA and support smoking cessation.

• Overall, our findings support implementing system
interventions to promote cessation for all RA 
patients.
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ICD-9 or ICD-10 code definitions (19–24). Autoantibody labora-
tory results for rheumatoid factor and anti–cyclic citrullinated pep-
tide were reviewed for ever being positive in the baseline or study 
period based on the performing laboratory’s criteria at the time 
the test was performed. Patients with primary care visits in the 
baseline period were classified as having baseline primary care. 
Similarly, patients with rheumatology visits in the baseline period 
(i.e., before RA diagnosis code) were classified as having baseline 
rheumatology care. Patients without any baseline rheumatology 
visits were classified as being new to rheumatology care.

Statistical analysis. Descriptive statistics of the baseline 
RA cohort characteristics were reported and compared among 
never smokers, current smokers, and former smokers using 
analysis of variance for continuous variables and chi-square 
tests for categorical variables. Univariate and multivariate logis-
tic regression analyses were conducted to determine predictors 
of smoking cessation among patients with RA who were current 
smokers at baseline. Length of follow-up time was controlled for 
in multivariable models. Additional sensitivity analysis to account 
for clustering by health system was conducted using generalized 
linear mixed models for multilevel logistic regression. Analysis was 
conducted using SAS software, version 9.4.

RESULTS

Description of the RA cohort. The RA cohort included 
3,577 patients from 2 health systems. Overall, 26% of patients 
were former smokers (n = 915) (Figure 1), and 14% were current 
smokers (n = 507) at baseline and thus eligible for the primary 
outcome of cessation. As shown in Table 1, males and patients 
between ages 40 and 59 years were more frequently represented 
among current smokers than never smokers (P < 0.001). The 
proportion of current smokers who were Black was twice that of 
never smokers (4.1% current versus 1.5% never; P < 0.001), and 
patients who had Medicaid made up 42.8% of current smokers 
but only 15.2% of never smokers (P < 0.001). Hispanic ethnicity 
was not associated with baseline smoking status (P = 0.49). Sero-
positivity was most common in current smokers, followed by for-
mer smokers, and lowest in never smokers (70.7%, 64.0%, and 
58.7%, respectively; P < 0.001). Cardiac comorbidities at base-
line were equally common among current or never smokers, but 
twice as common in former smokers (12.4% and 12.0% versus 
24.5%; P < 0.001). Pulmonary comorbidities were more common 
in current and former smokers than in never smokers (25.4% and 
28.5% versus 15.7%; P < 0.001). Diabetes mellitus was most 
common in former smokers, followed by current smokers, and 

Figure 1.  Rheumatoid arthritis (RA) current smoker cohort description. EHR = electronic health record; ICD = International Classification of 
Diseases.
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lowest in never smokers (16.3%, 11.6%, and 9.2%; P < 0.001). 
Current and former smokers were more likely than never smokers 
to have had a primary care visit in the baseline year (83% and 83% 
versus 69%; P < 0.001), while baseline smoking was not asso-
ciated with having baseline rheumatology visits (P = 0.47). The 
suburban academic system had fewer current smokers at base-
line (P < 0.001). Death during the study did not differ significantly 
by baseline smoking status (P = 0.40). Over a median observa-
tion period of 4.75 years (interquartile range 2.67–7.25), 28.8% of 
patients (n = 146) with RA who smoked at baseline had quit.

Predictors of smoking cessation. Adjusted for observa-
tion time, being new to rheumatology care increased the odds 
of smoking cessation by 60% (adjusted odds ratio [ORadj] 1.60 
[95% confidence interval (95% CI) 1.02–2.50], P = 0.041) (Table 2) 
among patients with RA who were baseline smokers. Patients in 
the rural community system were 1.66 times more likely to quit 
smoking (ORadj 1.66 [95% CI 1.03–2.69], P = 0.039). Conversely, 
seropositivity decreased the odds of quitting by ~43% (ORadj 0.57 
[95% CI 0.35–0.91], P = 0.018). Age, sex, race, ethnicity, and 

ever having Medicaid coverage were not predictive of smoking 
cessation. In generalized linear mixed-model sensitivity analysis to 
account for clustering by health system, seropositivity remained 
significant (P = 0.018), while being new to rheumatology care did 
not reach statistical significance (P = 0.053). Sex, age, race, and 
ethnicity remained nonsignificant (P > 0.05).

DISCUSSION

Patient sociodemographic factors are associated with 
smoking and cessation in some chronic diseases (10,12–14); 
thus, we hypothesized that patient factors would predict smok-
ing cessation in patients with RA. Instead, we found that health 
care factors, such as being new to rheumatology care and the 
health system, were more predictive of smoking cessation. The 
observed increased likelihood of quitting in patients new to rheu-
matology care may partially be due to cessation following a new 
RA diagnosis, a phenomenon previously reported in RA and other 
chronic diseases (8–10,14,25). Despite their worse RA prognosis, 
seropositive patients were 43% less likely to quit smoking (26,27).

Table 1.  Rheumatoid arthritis (RA) patient characteristics by baseline smoking status*

Characteristic
Total cohort 
(n = 3,577)

Never smokers  
(n = 2,155)

Former smokers  
(n = 915)

Current smokers  
(n = 507) P

Age at RA diagnosis, mean ± SD 
years†

56.4 ± 15.3 55.2 ± 16.2 61.5 ± 13.3 52.1 ± 12.1 <0.001‡

Age at index date, years <0.001‡
18–39 535 (15.0) 390 (18.1) 62 (6.8) 83 (16.4)
40–59 1,511 (42.2) 888 (41.2) 330 (36.1) 293 (57.8)
60–79 1,304 (36.5) 735 (34.1) 443 (48.4) 126 (24.9)
80+ 227 (6.4) 142 (6.6) 80 (8.7) 5 (1.0)

Male sex 941 (26.3) 419 (19.4) 350 (38.3) 172 (33.9) <0.001‡
Race <0.001‡

White 3,361 (94.0) 2,020 (93.7) 876 (95.7) 465 (91.7)
Black 67 (1.9) 33 (1.5) 13 (1.4) 21 (4.1)
Asian 52 (1.5) 44 (2.0) 6 (0.7) 2 (0.4)
Native American/Alaska Native 37 (1.0) 19 (0.9) 7 (0.8) 11 (2.2)
Other 12 (0.3) 7 (0.3) 2 (0.2) 3 (0.6)
Unknown 48 (1.3) 32 (1.5) 11 (1.2) 5 (1.0)

Ethnicity, Hispanic§ 49 (1.4) 33 (1.5) 9 (1.0) 7 (1.4) 0.494
Medicaid, ever 698 (19.5) 328 (15.2) 153 (16.7) 217 (42.8) <0.001‡
RF antibodies¶ 1,398 (64.0) 752 (61.5) 378 (65.0) 268 (70.5) 0.005‡
Anti-CCP antibodies¶ 1,317 (50.9) 695 (47.6) 371 (52.7) 251 (59.6) <0.001‡
Seropositive, RF or CCP¶ 1,766 (62.0) 958 (58.7) 489 (64.0) 319 (70.7) <0.001‡
Cardiac comorbidity 546 (15.3) 259 (12.0) 224 (24.5) 63 (12.4) <0.001‡
Pulmonary comorbidity 729 (20.4) 339 (15.7) 261 (28.5) 129 (25.4) <0.001‡
Diabetes mellitus 406 (11.4) 198 (9.2) 149 (16.3) 59 (11.6) <0.001‡
Baseline primary care 2,665 (74.5) 1,478 (68.6) 763 (83.4) 424 (83.6) <0.001‡
Baseline rheumatology care 1,826 (51.1) 1,086 (50.4) 483 (52.8) 257 (50.7) 0.472
Suburban academic system 1,891 (52.9) 1,225 (64.8) 468 (24.8) 198 (10.5) <0.001‡
Rural community system 1,686 (47.1) 930 (55.2) 447(26.5) 309 (18.3)
Follow-up, median (IQR) years 5.67 (3.08–8.75) 6.67 (3.42–9.58) 4.83 (2.50–6.92) 4.75 (2.67–7.25) <0.001‡
Death before end of study 356 (10.0) 215 (10.0) 98 (10.7) 43 (8.5) 0.404

* Values are the number (%) unless indicated otherwise. Anti-CCP = anti–cyclic citrullinated peptide; IQR = interquartile range;
RF = rheumatoid factor. 
† Due to missing values, n = 3,230 for age at RA diagnosis. 
‡ Significant. 
§ Due to missing values, n = 3,549 for ethnicity.
¶ Due to missing values, n = 2,191 for RF antibodies, n = 2,594 for anti-CCP antibodies, n = 2,856 for either RF or anti-CCP seropositivity. 
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Health systems can play a significant role in helping patients 
with RA to quit smoking. In our study, patients at the rural com-
munity system were proportionally more likely to quit smoking, 
potentially due to smoking cessation interventions that were imple-
mented in that health system. For example, in the rural community 
health system, roughly one-half of the patients are covered by the 
system’s health insurance plan, which offers robust smoking ces-
sation interventions for members, including free telephone-based 
cessation coaching and coverage of cessation medications and 
nicotine replacements.

Health system policies, procedures, and programs repre-
sent modifiable factors that can be leveraged to increase cessation 
rates in patients with RA. Given that physicians may only counsel 
a minority of smokers about cessation (28–30), health system–
level interventions can lead to more universal cessation counseling 
and improved cessation rates (15,16). In a sensitivity analysis con-
trolling for health care system, patients new to rheumatology care 
no longer had a significantly higher likelihood of cessation, poten-
tially suggesting greater importance of system-level factors versus 
individual patient factors (e.g., new patient) in promoting cessation. 
Within rheumatology, clinic-level interventions have been shown 
to support cessation (31) and increase referrals to cessation 
resources, such as state smoking quit lines (32). At the 2016 study 
end point, such interventions were implemented in the academic 
health system rheumatology clinics included in this study (32).

Patients new to rheumatology care with a diagnosis of RA 
were more likely to quit smoking. New patient visits are often 
longer in duration, potentially providing more opportunity to dis-
cuss the etiology of RA and to provide cessation counseling. 

Patients new to rheumatology care may also be newly diagnosed 
with RA and more motivated to quit, as seen in previous literature 
on smokers with new chronic disease diagnoses (14,25,33), and 
as suggested by the prevalence of cardiovascular disease being 2 
times higher in former smokers than current smokers in this study. 
Thus, the new patient period represents a window of opportunity, 
and cessation efforts should be emphasized at this time. Addi-
tionally, both new and established patients with RA often are not 
aware of the relationship between smoking and RA (11,34). This 
lack of awareness has been cited as one of the primary barriers to 
smoking cessation (11,34) and should be stressed with all patients 
who are current smokers or former smokers at risk of relapse.

We observed that seropositive patients were less likely to 
quit smoking despite increased risk of RA disease progression 
(26,27), cardiovascular disease (35,36), and mortality (35,36). 
The reduced likelihood of cessation in seropositive patients could 
reflect greater smoking intensity, as smoking and greater intensity 
of smoking are strongly correlated with seropositivity (2). While 
all RA patients should receive smoking cessation support, sero-
positive patients may need targeted smoking cessation efforts 
and may require greater support or more intensive interventions.

Despite the strengths of this study, including analysis of 
patients receiving care in 2 health systems with rural and suburban 
populations, we acknowledge some limitations. First, while we 
adjusted for some potential differences in the patient populations 
between the 2 health systems, additional differences in the patient 
populations such as educational level, income, and location (rural, 
suburban, urban) were not measured. These unmeasured patient 
factors could contribute to the differences in smoking cessation 

Table 2.  Odds of smoking cessation at last follow-up in patients with rheumatoid arthritis*

Explanatory variable
Unadjusted OR 

(95% CI)

Adjusted OR 
(95% CI) 
(n = 442) P

Age at index date, years
18–39 Ref. Ref. –
40–59 0.68 (0.40–1.14) 0.75 (0.42–1.35) 0.336
60–79 0.80 (0.45–1.45) 0.88 (0.45–1.72) 0.700
80+ 0.47 (0.05–4.66) 0.44 (0.04–4.44) 0.488

Male sex 1.02 (0.68–1.54) 0.92 (0.58–1.47) 0.735
Race

White Ref. Ref. –
Black 1.20 (0.47–3.03) 1.50 (0.54–4.20) 0.440
Other 0.25 (0.06–1.10) 0.17 (0.02–1.36) 0.095

Ethnicity, Hispanic 0.98 (0.19–5.12) 2.47 (0.38–16.07) 0.344
Medicaid, ever 0.98 (0.67–1.45)
Seropositive, RF or anti-CCP 0.58 (0.37–0.89) 0.57 (0.35–0.91) 0.018†
Baseline primary care 0.86 (0.52–1.44)
New to rheumatology, no baseline visits 1.17 (0.79–1.71) 1.60 (1.02–2.50) 0.041†
Cardiopulmonary comorbidity 0.84 (0.55–1.26)
Rural community health system 1.33 (0.89–2.00) 1.66 (1.03–2.69) 0.039†
Length of study follow-up, years 1.13 (1.05–1.21) 1.15 (1.06–1.25) <0.001†

* Cessation analysis included 507 baseline smokers. Of these baseline smokers, 146 quit by the end 
of study follow-up. 95% CI = 95% confidence interval; anti-CCP = anti–cyclic citrullinated peptide;  
OR = odds ratio; Ref. = reference; RF = rheumatoid factor. 
† Significant. 
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seen in the 2 health systems, as could the initial proportion of 
current smokers in each system. However, results were similar 
in sensitivity analysis accounting for clustering by health system. 
Among baseline current smokers, 92% of patients were White 
and non-Hispanic. Thus, we were underpowered to detect some 
differences by race and ethnicity in current smokers. This study 
could be replicated in other health systems with more diverse 
patient populations. Additionally, given the retrospective nature of 
our study and limitations of EHR data, we lacked complete infor-
mation on cumulative smoking exposure (e.g., pack-years), which 
limits our ability to compare smoking intensity among groups. As 
inclusion in the study depended on reporting and documenting 
smoking status in the electronic medical record (EMR), there is the 
potential for misclassification bias for both the exposure and out-
come. However, in a similar cohort of patients with systemic lupus 
erythematosus at 1 of the health systems in this study, manually 
comparing provider notes to EMR-listed smoking status resulted 
in the reclassification of <1% of patients, suggesting validity of our 
approach (37). As smoking status was evaluated only at 2 points, 
interim quit attempts and recidivism may not have been captured. 
However, the cessations that were captured were more likely to 
be sustained cessations, which are most clinically meaningful. 

Despite these limitations, the results of our study showed an 
association of smoking with health care factors consistent with 
national guidelines endorsing health system interventions, and 
they suggest that such interventions may be most helpful in pro-
moting cessation in patients with RA. As smoking cessation is a 
crucial secondary prevention measure for patients with RA, addi-
tional studies are warranted on what motivates cessation, includ-
ing the influence of extraarticular manifestations, such as interstitial 
lung disease and other comorbidities, and what cessation meth-
ods are utilized by patients with RA. Additional evaluation of the 
impact of system-level interventions, as subsequently performed 
at the academic health system in this study, will also be important.

In conclusion, while patient sociodemographic factors may 
predict smoking initiation, in our study of patients with RA, ces-
sation was better predicted by health care factors. Patients with 
RA who were new to rheumatology care were 60% more likely 
to quit smoking. In our study, patients receiving care at the rural 
community health system were also significantly more likely to quit 
smoking, possibly reflecting system interventions. Conversely, 
seropositive patients were 43% less likely to quit. Our findings 
identify further opportunities to target cessation efforts to patients 
who are new to rheumatology care or seropositive. The results of 
this study highlight the role of the health care system in smoking 
cessation, pointing toward health system–level cessation efforts 
implemented in rheumatology clinics as a potential path for greater 
smoking cessation in patients with RA.
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Objective. To operationalize and report on nationally endorsed rheumatoid arthritis (RA) performance measures 
(PMs) using health administrative data for British Columbia (BC), Canada.

Methods. All patients with RA in BC ages ≥18 years were identified between January 1, 1997 and December 
31, 2009 using health administrative data and followed until December 2014. PMs tested include: the percentage 
of incident patients with ≥1 rheumatologist visit within 365 days; the percentage of prevalent patients with ≥1 
rheumatologist visit per year; the percentage of prevalent patients dispensed disease-modifying antirheumatic drug 
(DMARD) therapy; and time from RA diagnosis to DMARD therapy. Measures were reported on patients seen by 
rheumatologists, and in the total population.

Results. The cohort included 38,673 incident and 57,922 prevalent RA cases. The percentage of patients seen 
by a rheumatologist within 365 days increased over time (35% in 2000 to 65% in 2009), while the percentage of RA 
patients under the care of a rheumatologist seen yearly declined (79% in 2001 to 39% in 2014). The decline was due 
to decreasing visit rates with increasing follow-up time rather than calendar effect. The percentage of RA patients 
dispensed a DMARD was suboptimal over follow-up (37% in 2014) in the total population but higher (87%) in those 
under current rheumatologist care. The median time to DMARD in those seen by a rheumatologist improved from 49 
days in 2000 to 23 days in 2009, with 34% receiving treatment within the 14-day benchmark.

Conclusion. This study describes the operationalization and reporting of national PMs using administrative data 
and identifies gaps in care to further examine and address.

INTRODUCTION

Rheumatoid arthritis (RA) is a potentially debilitating disease 
that affects ~1% of the population (1,2). Early and targeted treat-
ment is the paradigm of RA care endorsed by guidelines (3–5). 
In 2016, the Arthritis Alliance of Canada (AAC) (6) developed a 
set of system-level performance measures (PMs) that were cre-
ated to reflect system adherence to these treatment principles (7). 
The 6 measures capture timely access to rheumatologist care, 

ongoing follow-up, and timely and ongoing treatment for patients 
with inflammatory arthritis. To date, the measures have been 
tested in a longitudinal, early RA cohort (8) as well as using clinical 
data from 5 different models of care across Canada (9).

The objective of the current study was to operationalize and 
report on 4 of the 6 AAC PMs using population-level data from 
administrative health databases, and to explore the impact of differ-
ent denominators on measure-reporting to better understand the 
impact this has on measure attribution at the level of rheumatologist 
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and the provincial health care system. Populations of interest 
for applying the PMs include the total RA population in BC and 
those who received rheumatologist care using different definitions 
of rheumatologist care. The measures evaluated included: 1) the 
percentage of newly diagnosed RA patients seen by a rheumatol-
ogist within 1 year of diagnosis; 2) the percentage of prevalent RA 
patients previously seen by a rheumatologist seen in yearly rheu-
matology follow-up; 3) the percentage of prevalent RA patients 
treated with a disease-modifying antirheumatic drug (DMARD); and 
4) time from RA diagnosis to DMARD therapy for newly diagnosed 
RA patients.

MATERIALS AND METHODS

Study design and cohort definition. The PMs were 
evaluated in a longitudinal, population-based RA cohort using 
administrative health data from the province of British Colum-
bia (BC), Canada. All prevalent patients ages ≥18 years who 
received care for RA in BC between January 1, 1997 and 
December 31, 2009 were identified using administrative health 
data and were followed until December 2014. Patients with RA 
were identified using an established case definition (10), with 
inclusion criteria of at least 2 physician visits ≥8 weeks apart 
within 5 years, and with an International Classification of Dis-
eases, Ninth Revision, Clinical Modification (ICD-9-CM) code 
for RA (714.X). The following exclusion criteria were applied 
over a 5-year period after the index date (i.e., the second RA 
visit when patients meet the inclusion criteria): 1) ≥2 subse-
quent physician visits for the same type of other inflammatory 
arthritis, including systemic lupus erythematosus, connective 
tissue diseases, psoriatic arthritis, ankylosing spondylitis, or 
other spondyloarthropathy (ICD-9-CM 710.x, 696.x; 720.x; 
713.1, 555.x, 556.x); and 2) if patients saw a rheumatologist 
and RA was never confirmed. Individuals were determined to 
be incident patients if they first met RA criteria between Jan-
uary 1997 and December 2009 based on data from January 
1990 onwards. Additionally, individuals were required to have 

≥7 years of registration data prior to their index date to be con-
sidered an incident patient.

As the purpose of this study was to evaluate the operationali-
zation of PMs, different denominator definitions were used. Where 
relevant, measures were evaluated in the following RA samples:  
1) all RA patients in BC (i.e., the total RA population regardless of 
the specialty of the physician providing RA care) and 3 variations in 
the denominator definition to identify RA patients having received 
rheumatologist care; 2) those ever seeing a rheumatologist dur-
ing follow-up (defined as having ≥1 rheumatologist visit at any 
time during follow-up); and 3) those under rheumatologist care 
(defined as having previously had ≥2 rheumatologist visits before 
the measurement year). The requirement of 2 visits was to ensure 
that the rheumatologist had assumed care of the patient with RA, 
i.e., to exclude patients referred for evaluation of possible RA but 
never seen again; and 4) those under active rheumatologist care 
(i.e., with a rheumatologist visit during the measurement year).

Data sources. For this study, data were obtained from 
administrative databases of the Ministry of Health of BC, through 
Population Data BC, including: all physician visits since January 
1990, with 1 diagnostic code per visit representing the reason for 
the visit and a specialty code, introduced in 1997, allowing identifi-
cation of rheumatologists from the Medical Service Plan database 
(11), demographic information from the health registration data-
base (12), and PharmaNet data (13), which includes information 
on all medications dispensed from pharmacies for all individuals, 
regardless of funding source, since January 1996. Data were 
available for all individuals receiving universal health care coverage 
in the province of BC (~4.6 million people) until December 2014.

Ethics. Ethics approval for the project was obtained from 
the University of British Columbia (REB No. H00-80305). No per-
sonal identifying information was provided, and all procedures 
were compliant with BC’s Freedom of Information and Protection 
of Privacy Act.

Calculation of PMs. Four PMs from the AAC (7) were 
operationalized in this study. Measures and samples are listed in 
Table 1. PMs calculated using the incident cohort are reported 
for calendar years 2000–2009, 2009 being the latest year of inci-
dence available because 5 years are required after the index date 
to apply the case definition exclusion criteria.

For the first PM, the incident RA cohort was used to ascer-
tain the percentage of patients with newly diagnosed RA with at 
least 1 visit to a rheumatologist within 365 days of their first RA 
diagnostic code. If the first RA code was from a rheumatologist, 
then the PM was met. If the patient was first coded as having RA 
by another type of practitioner and was then seen within 365 days 
by a rheumatologist, but the 2 events fell within different measure-
ment years, then the measure was reported as met in the year of 
diagnosis. Patients who died or relocated within 1 year post-RA 

SIGNIFICANCE & INNOVATIONS
•	 This is the first time that the nationally endorsed 

performance measures have been operationalized 
using administrative data, allowing us to report on 
quality of care in rheumatoid arthritis at a popula-
tion level.

•	 At the population level, improvements over time 
were seen in access to rheumatologist care and 
timeliness of early treatment, while suboptimal 
rates of rheumatology follow-up persisted.

•	 Higher performance rates on treatment measures 
were observed in patients accessing rheumatolo-
gist care over the measurement period.
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diagnosis were excluded from the denominator. The measure 
was reported in the entire RA population and in patients seen by 
a rheumatologist (those ever seen in follow-up and those seen 
within the first 5 years of follow-up). Equalizing follow-up time pre-
vents differences across calendar years due to the greater likeli-
hood of seeing a rheumatologist with increasing follow-up time. 
The median and 90th percentile number of days between the first 
RA visit and the first rheumatologist visit was also reported in the 
subset of patients seeing a rheumatologist within 5 years.

The second PM was estimated using the proportion of 
patients seen in follow-up by a rheumatologist at least once during 
each measurement year among prevalent RA patients who first 
saw a rheumatologist between 2000 and 2014. Once patients 
were seen by a rheumatologist at least twice, they were considered 
to be under the care of a rheumatologist until the end of follow-up 
and remained in the denominator for all subsequent measurement 
years. The requirement for 2 rheumatologist visits was to avoid 
including patients referred to a rheumatologist for consideration 
of RA in whom the diagnosis was not confirmed. Patients were 
excluded from the denominator if they died or relocated to another 
province within the measurement year, or if they were hospitalized 
for the entire measurement year.

The second PM was also operationalized to better capture 
gaps in follow-up care (8,14). A gap in follow-up care was defined 
as a period of at least 14 months between 2 consecutive rheuma-
tologist visits. A 14-month rather than 12-month window was cho-
sen because yearly follow-ups may be scheduled shortly after the 
12-month mark due to scheduling availability and/or billing incen-
tives, and thus visits slightly over the 12-month mark would not 
represent true deficits in care. The PM was considered to be met 

for all calendar years during time periods in which consecutive 
rheumatologist visits were ≤14 months apart. The PM was con-
sidered not met in the calendar year of the patient’s first missed 
visit, and the measure continued to be considered not met until 2 
consecutive visits ≤14 months apart occurred.

The third PM captures the percentage of prevalent RA 
patients who were dispensed a DMARD during the measurement 
year. It is reported in 1) the total RA population, 2) patients ever 
seeing a rheumatologist, 3) patients under rheumatology care 
(i.e., ever in the past), and 4) patients under active rheumatolo-
gist care (i.e., with a visit during the measurement year). DMARD 
therapy in this measure includes conventional DMARD medica-
tions (e.g., methotrexate, leflunomide, sulfasalazine, hydroxychlo-
roquine, and gold), biologic agents, and small-molecule inhibitors 
(list shown in Supplementary Table 1, available on the Arthritis Care 
& Research website at http://onlin​elibr​ary.wiley.com/doi/10.1002/
acr.24178/​abstract) (7). Patients with at least 1 DMARD prescrip-
tion during the measurement year met the PM. Patients with a 
cancer diagnosis, HIV, or pregnancy during the measurement year 
were excluded from the denominator, as these diagnoses may 
preclude DMARD treatment. Exclusions from the denomina-
tor due to malignancy or HIV were applied from the date of first 
diagnostic code onwards, including all subsequent measure-
ment years. Malignancy was defined as at least 1 hospitalization 
or physician visit with codes ICD-9-CM 140-208, or ICD-10-CA 
C00-26,30-41, 43-58, 60-69, 7A, 7B. HIV was defined as 3 
physician visits or hospital admissions within 3 years ICD-9-CM 
codes 042, 043, 044 or ICD-10-CM B20-24 (15). Patients with 
pregnancy were excluded for 365 days before and after the deliv-
ery date to account for potential DMARD discontinuation due to 

Table 1.  List of performance measures and the samples of rheumatoid arthritis (RA) patients to whom they were applied*

Performance measures

RA sample (denominator indicated by X)†

Incident
vs.

prevalent

Total
RA

population‡

Ever
seeing a

rheumatologist§

Under care of a
rheumatologist
(ever in past)¶

Under active
care of a

rheumatologist#
Percentage of RA patients ages ≥18 years seen 

by a rheumatologist within 1 year of 
diagnosis

Incident X X

Percentage of RA patients ages ≥18 years 
previously seen by a rheumatologist seen in 
yearly rheumatology follow-up

Prevalent NA X

Percentage of RA patients ages ≥18 years 
treated with a DMARD

Prevalent X X X X

Time from RA diagnosis to DMARD therapy for 
newly diagnosed patients ages ≥18 years

Incident X X

* DMARD = disease-modifying antirheumatic drug; NA = not applicable. 
† RA cases ages ≥18 years: ≥2 physician visits ≥8 weeks apart within 5 years, with an International Classification of Diseases, Ninth Revision, Clinical 
Modification (ICD-9-CM) code for RA (714.X). Exclusion criteria (applied over a 5-year period after the index date): 1) ≥2 subsequent physician 
visits for the same type of other inflammatory arthritis, including systemic lupus erythematosus, connective tissue diseases, psoriatic arthritis, 
ankylosing spondylitis, or other spondyloarthropathy (ICD-9-CM 710.x, 696.x; 720.x; 713.1, 555.x, 556.x); 2) if patient saw a rheumatologist and 
RA was never confirmed. 
‡ All RA patients in the province of British Columbia regardless of the specialty of the physician providing RA care. 
§ Defined as ≥1 rheumatologist visit any time during follow-up (i.e., on or after initial RA diagnosis, but not necessarily before the measurement year). 
¶ Defined as ≥2 rheumatologist visits on or after RA diagnosis and before the measurement year. 
# Defined as ≥1 rheumatologist visit during the measurement year. 

http://onlinelibrary.wiley.com/doi/10.1002/acr.24178/abstract
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pregnancy planning or breastfeeding. Pregnancy was defined as 
at least 1 physician visit or hospital admission with a pregnancy 
or delivery code (ICD-9-CM 630-639, 640-648, 670-679, V22, 
V23, V24.0-V24.2, V27, V30-V39 or ICD-10-CA O00-O99, Z37). 
If there were multiple visits or hospitalizations with delivery codes 
within 45 days, the last date was used.

The fourth PM calculated the time from first RA diagnosis 
to the first DMARD prescription for incident RA patients who 
received a DMARD (median and 90th percentile times to DMARD 
start). The measure was reported in the total RA population and 
in patients ever seeing a rheumatologist. If the start of treatment 
with a DMARD preceded the first RA diagnosis, a time of 0 was 
assigned. If the 2 events were not in the same measurement year, 
the measure was reported in the year of RA diagnosis. Addition-
ally, the percentage of patients who were dispensed a DMARD 
within the 14-day benchmark from RA diagnosis was calculated.

RESULTS

The cohort included 38,673 incident and 57,922 prevalent 
RA patients. Cohort demographic characteristics are shown in 
Table 2. In the total RA population, the percentage of patients 
seeing a rheumatologist within the first year of diagnosis was sub-
optimal but improved over time from 35% in 2000 to 65% in 2009 
(Table 3; see run chart in Supplementary Figure 1, available on 
the Arthritis Care & Research website at http://onlin​elibr​ary.wiley.
com/doi/10.1002/acr.24178/​abstract). In the sample of patients 
ever seeing a rheumatologist during follow-up, improved perfor-
mance was also seen (74% in 2000 and 96% in 2009). How-
ever, lower performance in earlier years could be due to more 
patients seeing a rheumatologist in later years due to longer fol-
low-up, thus increasing the denominator. Therefore, the measure 
was also reported in patients seeing a rheumatologist within the 
first 5-years of follow-up, which improved measure performance 
in the earlier years, with no impact in later years (88% in 2000 
to 97% in 2009). The median number of days between the first 
RA diagnosis and the first rheumatologist visit was 0 for all years 
of measurement, indicating that the diagnosis of RA was made 

by the rheumatologist in >50% of cases. An improvement in the 
90th percentile number of days between these 2 visit dates was 
seen over time but remained suboptimal (from 451 days in 2000 
to 154 days in 2009). This was also calculated for RA patients 
ever seeing a rheumatologist (i.e., at any time during follow-up); 
but without ensuring equal follow-up for all measurement years, 
a length time bias was observed, with longer wait times seen in 
earlier cohort years (see Supplementary Table 2, available on the 
Arthritis Care & Research website at http://onlin​elibr​ary.wiley.com/
doi/10.1002/acr.24178/​abstract).

The percentage of patients entering the care of a rheuma-
tologist in 2000 or later and seen in yearly follow-up by a rheu-
matologist declined in each subsequent calendar year, whether 
it was measured using the fixed-interval method (i.e., at least 1 
rheumatologist visit in the measurement year) (Table 4) or using 
gaps of ≥14 months between consecutive rheumatologist vis-
its (see Supplementary Table 3, available on the Arthritis Care & 
Research website at http://onlin​elibr​ary.wiley.com/doi/10.1002/
acr.24178/​abstract). By definition, the measure is met 100% of 

Table 3.  Percentage of rheumatoid arthritis (RA) patients seen by 
a rheumatologist within 1 year of diagnosis*

Calendar
year of

RA onset
Total RA

population

RA patients
ever seeing a

rheumatologist

RA patients  
seeing a

rheumatologist  
in first

5 years of follow-up
2000 2,944 (35) 1,411 (74) 1,182 (88)
2001 2,945 (37) 1,424 (77) 1,257 (88)
2002 2,889 (39) 1,377 (83) 1,258 (90)
2003 2,945 (38) 1,357 (82) 1,231 (91)
2004 2,962 (45) 1,525 (87) 1,430 (93)
2005 2,922 (45) 1,496 (89) 1,424 (93)
2006 2,891 (50) 1,587 (92) 1,535 (95)
2007 2,491 (47) 1,309 (90) 1,270 (93)
2008 2,169 (51) 1,185 (94) 1,169 (96)
2009 1,299 (65) 877 (96) 875 (97)
* The values in each column represent the denominator for each 
RA population, and the percentages (in parentheses) represent the 
proportion of this denominator meeting the performance measure. 
The denominator excludes patients who died or left the province 
within 365 days of RA onset. 

Table 2.  Cohort demographics*

Total RA
population

Ever seeing a rheumatologist

Yes No
Incident RA cohort demographics

No. of RA cases 38,673 19,460 (50) 19,213 (50)
Age at index date, mean ± SD years 58.4 ± 16.6 56.6 ± 16 60.1 ± 17
Length of follow-up, mean ± SD years 10.7 ± 4.3 10.5 ± 4.1 10.9 ± 4.5
Female sex 25,629 13,727 (54) 11,902 (46)

Prevalent RA cohort demographics
No. of RA cases 57,922 29,638 (51) 28,284 (49)
Age at index date, mean ± SD years 58 ± 16.8 56 ± 16 60.2 ± 17.4
Length of follow-up, mean ± SD years 11.4 ± 5 11.7 ± 4.8 11.1 ± 5.1
Female sex 39,031 21,416 (55) 17,615 (45)

* Values are the number (%) unless indicated otherwise. RA = rheumatoid arthritis.

http://onlinelibrary.wiley.com/doi/10.1002/acr.24178/abstract
http://onlinelibrary.wiley.com/doi/10.1002/acr.24178/abstract
http://onlinelibrary.wiley.com/doi/10.1002/acr.24178/abstract
http://onlinelibrary.wiley.com/doi/10.1002/acr.24178/abstract
http://onlinelibrary.wiley.com/doi/10.1002/acr.24178/abstract
http://onlinelibrary.wiley.com/doi/10.1002/acr.24178/abstract
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the time in the first measurement year (i.e., 2000). When looking at 
all RA patients under rheumatologist care regardless of when they 
entered care, the percentage declined from 79% in 2001 to 39% 
in 2014 (fixed-interval method) (Table 4) or from 82% in 2001 to 
42% in 2014 (gaps method) (see Supplementary Table 3, available 
at http://onlin​elibr​ary.wiley.com/doi/10.1002/acr.24178/​abstract). 
However, the decline in yearly rheumatologist visits over time 
was a function of loss of follow-up from rheumatologist care with 
increasing follow-up time rather than a calendar-year effect, as 
shown when results are stratified by the year that patients entered 
rheumatologist care.

The percentage of prevalent RA patients who were dispensed 
a DMARD during the measurement year is shown in Table 5 (see 
run chart in Supplementary Figure 2, available on the Arthritis Care 
& Research website at http://onlin​elibr​ary.wiley.com/doi/10.1002/
acr.24178/​abstract). Overall, DMARD use was suboptimal in 
patients not under active rheumatologist care, with little improve-
ment observed over time. Among all RA patients, regardless of 
the specialty of the physician providing care, only 37% received a 
DMARD in 2014. In patients ever seeing a rheumatologist (at any 
time during follow-up) and in patients under rheumatologist care 
(at least 2 visits prior to the measurement year), the percentage 
receiving a DMARD increased to 57% in 2014. The highest rates 
of DMARD use were seen in patients under active rheumatologist 

care (i.e., with a rheumatologist visit during the measurement 
year), at 87% in 2014.

In contrast, among those who received a DMARD, the median 
time from RA diagnosis to starting a DMARD among all incident 
RA patients who eventually saw a rheumatologist over follow-up 
was 49 days in 2000 and improved over time to 23 days in 2009 
(Table 6; see run chart in Supplementary Figure 3, available on 
the Arthritis Care & Research website at http://onlin​elibr​ary.wiley.
com/doi/10.1002/acr.24178/​abstract). A decline in the 90th per-
centile time was also seen from 1,644 days in 2000 to 118 days 
in 2009. The percentage of patients who received a DMARD 
within the benchmark of 14 days from RA diagnosis increased 
from 21% in 2000 to 34% in 2009. In a sensitivity analysis, using 
a 30-day benchmark, this increased from 28% in 2000 to 43% in 
2009, respectively. Because lower performance in earlier calendar 
years could be due to a length time bias (i.e., patients in earlier 
years have a longer follow-up time available to start a DMARD), 
the measure was also calculated for patients who received a 
DMARD within 1 year of diagnosis. The percentage treated within 
14 days increased from 39% in 2000 to 45% in 2009 (Table 6). 
When the PM was reported for the entire RA population (regard-
less of the specialty of the physician providing care), performance 
was lower, with only 25% of incident RA patients meeting the 14-
day benchmark in 2009 (see Supplementary Table 4, available on 

Table 5.  Percentage of prevalent patients with rheumatoid arthritis (RA) who were dispensed a disease-
modifying drug*

Measurement
year

Total RA
population†

Ever seeing
a rheumatologist‡

Under care of
a rheumatologist§

Under active care of
a rheumatologist¶

2000 23,344 (36) 12,262 (60) 9,678 (66) 7,006 (75)
2001 25,461 (36) 13,581 (59) 11,294 (64) 7,506 (76)
2002 27,310 (35) 14,738 (59) 12,618 (63) 7,868 (79)
2003 29,190 (35) 15,828 (59) 13,962 (62) 8,569 (79)
2004 30,786 (36) 16,984 (59) 15,314 (62) 9,285 (81)
2005 32,151 (37) 18,045 (60) 16,569 (62) 9,905 (82)
2006 33,595 (38) 19,190 (60) 17,760 (63) 10,378 (84)
2007 34,619 (38) 20,007 (60) 18,643 (62) 10,685 (84)
2008 35,274 (38) 20,637 (60) 19,270 (62) 10,558 (85)
2009 35,104 (39) 20,862 (61) 19,682 (63) 10,783 (87)
2010 33,607 (39) 20,035 (60) 19,183 (62) 9,908 (89)
2011 31,771 (36) 18,950 (56) 18,365 (57) 9,139 (85)
2012 30,365 (36) 18,185 (56) 17,816 (57) 8,670 (86)
2013 28,845 (36) 17,379 (57) 17,204 (57) 8,335 (87)
2014 27,537 (37) 16,695 (57) 16,692 (57) 8,087 (87)

* The values in each column represent the denominator for each RA population, and the percentages 
(in parentheses) represent the proportion of this denominator meeting the performance measure. The 
denominators exclude patients who died, left the province, met the exclusion criteria for the performance 
measure (malignancy or HIV during the current year or in a preceding year; pregnancy during the 
measurement year). Disease-modifying antirheumatic drugs (azathioprine, chloroquine, cyclophosphamide, 
cyclosporin, gold, hydroxychloroquine, leflunomide, methotrexate, minocycline, mycophenolate mofetil, 
and sulfasalazine), biologics, and oral small-molecule inhibitors were dispensed (a complete list is shown in 
Supplementary Table 1, available on the Arthritis Care & Research website at http://onlin​elibr​ary.wiley.com/
doi/10.1002/acr.24178/​abstract). 
† All RA patients in British Columbia regardless of the specialty of the physician providing RA care. 
‡ Defined as ≥1 rheumatologist visit at any time during follow-up (i.e., on or after initial RA diagnosis, but not 
necessarily before the measurement year). 
§ Defined as ≥2 rheumatologist visits on or after RA diagnosis and before the measurement year. 
¶ Defined as ≥1 rheumatologist visit during the measurement year. 

http://onlinelibrary.wiley.com/doi/10.1002/acr.24178/abstract
http://onlinelibrary.wiley.com/doi/10.1002/acr.24178/abstract
http://onlinelibrary.wiley.com/doi/10.1002/acr.24178/abstract
http://onlinelibrary.wiley.com/doi/10.1002/acr.24178/abstract
http://onlinelibrary.wiley.com/doi/10.1002/acr.24178/abstract
http://onlinelibrary.wiley.com/doi/10.1002/acr.24178/abstract
http://onlinelibrary.wiley.com/doi/10.1002/acr.24178/abstract
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the Arthritis Care & Research website at http://onlin​elibr​ary.wiley.
com/doi/10.1002/acr.24178/​abstract).

DISCUSSION

This study represents the first time that the AAC system-level 
PMs for RA have been operationalized using administrative data. 
The study has revealed a number of gaps in RA care, including 
loss of follow-up from rheumatology care and suboptimal DMARD 
use. While some delays in DMARD initiation in new-onset RA were 
observed, timeliness of DMARD use improved over the study 
period (although was still suboptimal), as did the percentage of RA 
patients seen by a rheumatologist within the first year of diagno-
sis. Importantly, this study reveals high rates of DMARD dispensa-
tion in patients under active rheumatology care, with much lower 
rates in the other RA samples evaluated. Given current rheuma-
tologist shortages in many regions, this work highlights ongoing 
need for monitoring these measures if RA patients are returned 
to primary care.

This study also represents the first time that the percentage 
of patients seen within a year of diagnosis by a rheumatologist 
was tested. Population-level data, such as health administrative 
data, are required to evaluate this measure. This PM is designed 
to understand to what extent RA patients are not seen by rheu-
matologists and is not intended as a wait-time measure. When 
looking at the entire RA population, a dramatic improvement was 
observed over time (35% in 2000 to 65% in 2009), as well as in 
patients ever seeing a rheumatologist during follow-up (74% to 
96%); however, a length time bias was observed, causing poorer 
performance in earlier calendar years, as discussed below. This 
improvement coincides with the paradigm shift in RA treatment 

emphasizing early diagnosis and DMARD treatment for RA (16–19) 
and the Ministry of Health’s Chronic Disease Management Strat-
egy for Arthritis in BC, an initiative to improve the care of arthritis 
(20). The availability of rheumatologists in BC only increased from 
38 to 41 over this period (21). It is still possible, however, that 
the measure underestimates the problem, as primary care phy-
sicians may use different billing codes when they suspect a new 
diagnosis of RA prior to rheumatologist assessment.

This is not the first population-based study to demonstrate 
gaps in referrals to rheumatologists for patients with RA. This gap 
was initially described in RA patients receiving care from 1996–
2000 in BC using administrative health data (14). Similarly, in a 
population-based study in Quebec, 27% of incident RA patients 
in 2000 saw a rheumatologist within the next 2.5–3.5 years (22). A 
population-based study in Ontario between 2000–2009 using the 
Ontario Rheumatoid Arthritis Administrative Database (23), where 
RA patients had at least 1 claim by a musculoskeletal specialist, 
found similarly high rates of RA patients seeing rheumatologists 
within 1 year of diagnosis, with improvement over time (81% in 
2000; 89% in 2009) (23). The wait time from symptom onset or 
from primary care referral to a rheumatologist could not be exam-
ined in our study, as these data are not captured in administrative 
databases. Other sources, such as primary care databases and 
triage databases (9), have been used to capture wait times for 
rheumatologist care, including from symptom onset (24).

Low rates of ongoing rheumatologist care were observed. 
This is consistent with our previous work evaluating the consistency 
of rheumatologist care for RA in BC, which showed that patients 
under rheumatologist care (defined as in the current study) had low 
rates of yearly follow-up (only 34% had yearly follow-up over 5 years, 
and only 30% over 9 years) (14). Furthermore, low consistency in 

Table 6.  Time from diagnosis of rheumatoid arthritis (RA) to the start of disease-modifying antirheumatic drug (DMARD) therapy for incident 
RA patients who had a rheumatologist visit at some point during follow-up*

Year of RA
onset

RA patients treated with a DMARD at any time over 
follow-up

RA patients treated with a DMARD during 
the first year

No. of
incident
RA cases

Median (90th
percentile) time to
DMARD start, days

% treated
within

14 days†

% treated
within

30 days

No. of
incident
RA cases

Median (90th
percentile) time to
DMARD start, days

% treated
within

14 days†

% treated
within

30 days
2000 1,158 49 (1,644) 21 28 612 27 (185) 39 53
2001 1,196 53.5 (1,521) 22 30 644 26 (178) 41 56
2002 1,092 41 (1,058) 26 33 638 22.5 (180) 44 57
2003 1,134 43 (1,115) 23 32 678 27 (181) 38 54
2004 1,237 31 (825) 27 37 787 21 (145) 43 59
2005 1,181 26 (579) 30 41 771 18 (161) 46 62
2006 1,278 23 (411) 31 42 855 17 (139) 47 62
2007 1,029 29 (399) 28 37 668 21 (149) 43 57
2008 946 26 (339) 29 40 644 21 (153) 42 58
2009 657 23 (188) 34 43 498 21 (139) 45 57

* Excludes patients who died, left the province, or met the performance measure exclusion criteria (malignancy or HIV exclusion criteria in 
the incident year or in a preceding year, or pregnancy in the incident year). DMARDs and other immunosuppressive agents were as follows: 
azathioprine, chloroquine, cyclophosphamide, cyclosporin, gold, hydroxychloroquine, leflunomide, methotrexate, minocycline, mycophenolate 
mofetil, sulfasalazine, biologics, and oral small-molecule inhibitors (a complete list is shown in Supplementary Table 1, available on the Arthritis 
Care & Research website at http://onlin​elibr​ary.wiley.com/doi/10.1002/acr.24178/​abstract). 
† Benchmark is 14 days from diagnosis to the start of DMARD therapy. A 30-day window was also evaluated in a sensitivity analysis. 

http://onlinelibrary.wiley.com/doi/10.1002/acr.24178/abstract
http://onlinelibrary.wiley.com/doi/10.1002/acr.24178/abstract
http://onlinelibrary.wiley.com/doi/10.1002/acr.24178/abstract
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rheumatologist care was associated with lower DMARD use (22% 
in patients without rheumatologist care in the preceding 5 years 
compared to 92% in those under continuous care) (14). Declining 
follow-up over time was also seen in a longitudinal study of an early 
RA cohort in which follow-up rates declined from 100% in 2008  
to 85% in 2015 (8). The higher follow-up rates may be due to 
follow-up protocol (8) and participation bias. In both studies, rates 
of yearly visits declined with increasing length of follow-up since the 
first rheumatology visit. The measure highlights a gap in rheuma-
tology care that can be tracked over time and monitored following 
interventions to improve follow-up.

Rates of DMARD use varied based on whether patients saw 
rheumatologists and visit timing in relation to measurement year. 
Rates were low in the entire RA population (35–39% across mea
surement years). Rates improved but remained suboptimal for 
patients seeing rheumatologists ever in follow-up or in the past 
(56–63%) and were highest (87% in 2014) for patients under 
active rheumatologist care (i.e., ≥1 visit in the measurement year). 
Similar findings were previously reported in BC over 1996–2000, 
with only 43% of the entire RA population using a DMARD over 5 
years, and 31% over 1 year, versus 76% for patients under contin-
uous rheumatologist care (10). In Ontario, 67% of seniors with RA 
(age ≥65 years) under care of a rheumatologist (≥1 visit) received 
treatment with DMARDs in 2006 compared to 21% with no rheu-
matology care (25). Similarly, high DMARD rates (87–95%) were 
previously reported in the early RA rheumatology cohort (8) and 
in the Rheumatology Informatics System for Effectiveness (RISE) 
registry (91%) (26), indicating that the measure may be less useful 
for quality improvement among rheumatologists and more use-
ful for health system monitoring. We did not examine prednisone 
use in patients who were not treated with DMARDs; however, this 
could serve as a marker of unmet needs and poor quality of care.

In contrast to the rate of DMARD use, timeliness for those 
who received DMARDs was better and improved over the study 
period. Nonetheless, only 34% of incident RA patients seeing 
rheumatologists during follow-up met the 14-day benchmark in 
2009, and this only improved to 43% when a 30-day benchmark 
was used. Time from RA diagnosis to starting DMARDs improved 
over calendar years, with the median time in 2009 (23 days) 
approaching the 14-day benchmark. However, caution is needed 
in interpreting results as indicating worse performance in earlier 
calendar years given the length time bias, as described below.

Lessons were learned from operationalizing the PMs using 
administrative data. Choosing the appropriate denominator is 
challenging. Trying to avoid selection bias has to be balanced with 
identifying the sample influenced by the process of care being 
evaluated or under the control of the specialist whose perfor-
mance is being assessed. Because both perspectives are rele-
vant, depending on evaluation purpose (e.g., public health policy 
versus rheumatologist performance), we reported the PMs on 
the entire RA population (the least selection bias) and in samples 
seen by rheumatologists. In the latter, the timing of rheumatologist 

visits in relation to measurement year was relevant and led to 
operationalization with different denominators. Length time bias 
is another important issue when comparing performance across 
calendar years. Longer follow-up times available in earlier years 
for a process of care to occur can increase the likelihood of enter-
ing the numerator (improving performance) or the denominator 
(worsening performance) or increase the median time to an event. 
Hence, there is a need to choose denominator definitions equal-
izing follow-up time, especially when evaluating timeliness of care 
(e.g., PMs 1 and 4).

While this study represents the first comprehensive evalua-
tion of these AAC system-level PMs using population-based data 
and highlights a number of important findings, a number of lim-
itations need to be outlined, namely those inherent to adminis-
trative data. Identification of rheumatologists using administrative 
data may have been incomplete due to some rheumatologists 
using internist fee codes, leading to underreporting of the first 
2 measures. However, the estimate is consistent with our knowl-
edge of rheumatologists in BC. Additionally, it is also possible that 
incomplete or inaccurate data on patient registration could have 
impacted measure results. While we used a valid, previously pub-
lished RA case definition, it is possible that some of the identified 
patients did not have RA. Additionally, the use of exclusion criteria 
applied over 5 years reduced the ability to report on measures 
in more recent years, as did the lag in the availability of adminis-
trative data. This also makes it challenging to use these results for 
real-time quality improvement. However, this work is still valuable 
for monitoring practice trends over time.

In conclusion, the results of this study will inform further 
reporting on PMs nationally and help serve in benchmarking when 
planning quality improvement and advocacy work. Additionally, 
future work will examine the predictors of measure performance, 
including geographic variation in performance and also patient 
outcomes associated with high versus low levels of measure 
performance, to better understand the implications of measuring 
performance and to facilitate the introduction of the measures into 
public reporting and health policy decision-making. Timely com-
munication of performance at the practice level could be used to 
influence clinical care, and at the provincial level, it could inform 
health policy.
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Outcomes Reported in Prospective Long-Term 
Observational Studies and Registries of Patients With 
Rheumatoid Arthritis Worldwide: An Outcome Measures in 
Rheumatology Systematic Review
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Objective. Prospective long-term observational studies (LOS) in rheumatoid arthritis (RA) lack a core set of 
universally collected outcome measures, particularly patient-centered outcomes, precluding accurate comparisons 
across studies. Our aim was to identify long-term outcome measures collected and reported in these studies.

Methods. We conducted a systematic review of registries and LOS of patients with RA, searching in ClinicalTrials.
gov, the Agency for Healthcare Research and Quality Registry of Patient Registries, and Google Scholar. The names 
and acronyms of registries and LOS were further searched in the Medline and Embase databases to retrieve published 
articles. Two independent reviewers undertook data collection, quality appraisal, and data extraction.

Results. We identified 88 registries/LOS that met our eligibility criteria. These were divided into 2 groups: 
disease-based (52 [59%]) and therapy-based (36 [41%]). Methodologic and reporting standards varied across the 
eligible studies. For clinical outcomes, disease activity was recorded in 88 (100%) of all LOS/registries. The most 
commonly reported measure (86 [98%]) was the composite outcome Disease Activity Score using 28 joints. Of the 
patient-centered outcomes collected, physical functioning was most frequently reported (75 [85%]) with the Health 
Assessment Questionnaire (75 [85%]) as the most commonly used instrument within this domain. Other domains 
of patient-centered outcomes were comparatively infrequently recorded: mental (29 [33%]), social (20 [23%]), and 
health-related quality of life (37 [42%]).

Conclusion. Most registries/LOS collect measures of disease activity and physical function. However, there is 
substantial heterogeneity in the collection of relevant patient-centered outcomes that measure symptom burden and 
mental and social ramifications of RA.

INTRODUCTION

Over the past few decades, there has been growing interest 
and need for prospective long-term observational studies (LOS) 
and registries pertaining to rheumatoid arthritis (RA). Randomized 
controlled trials (RCTs) are generally held in the highest esteem 
because they are likely to provide the best evidence for causality. 
However, they most often focus on addressing one specific ques-
tion, and unless they are designed as community-based pragmatic 
trials, they may not provide real-world data. The strict inclusion 

and exclusion criteria of RCTs ensure internal validity but can lead 
to uncertainty about generalizability. In addition, RCTs provide 
information on the efficacy of therapies for RA in the shorter term 
but may not be ideal to address longer-term effectiveness. Pro-
spective LOS and patient registries can address questions about 
long-term effectiveness and collect multiple outcomes as well as 
rare adverse events associated with therapy, which is typically not 
feasible in RCTs. Numerous RA cohorts and registries around the 
world are collecting longitudinal data to complement evidence 
obtained from RCTs. A few studies examining the features of 

The Parker Institute, Bispebjerg and Frederiksberg Hospital, was 
supported by the Oak Foundation (core grant OCAY-13-309).

1Maria A. Lopez-Olivo, MD, PhD, Richard J. Zogala, MD, Jude des Bordes, 
MBChB, DrPH, Natalia V. Zamora, MD, Davesh Rai, MD, Gregory Pratt, DDS, 
MLS, Maria E. Suarez-Almazor, MD, PhD: University of Texas MD Anderson 
Cancer Center, Houston; 2Robin Christensen, MSc, PhD: Bispebjerg and 
Frederiksberg Hospital, Copenhagen, Denmark, and University of Southern 
Denmark and Odense University Hospital, Odense, Denmark; 3Niti Goel, MD, 
PhD: Duke University School of Medicine, Durham, North Carolina; 4Loreto 

Carmona, MD, PhD: Instituto de Salud Musculoesquéletica, Madrid, Spain; 
5Vibeke Strand, MD, MACR, FACP: Stanford University School of Medicine, 
Palo Alto, California.

No potential conflicts of interest relevant to this article were reported.
Address correspondence to Maria E. Suarez-Almazor, MD, PhD, The 

University of Texas MD Anderson Cancer Center, 1515 Holcombe Boulevard, 
Unit 1467, Houston, TX 77030. Email: MSalmazor@mdanderson.org.

Submitted for publication July 1, 2019; accepted in revised form January 
28, 2020.

https://orcid.org/0000-0002-5165-8393
mailto:﻿
https://orcid.org/0000-0001-5381-5797
mailto:MSalmazor@mdanderson.org
http://crossmark.crossref.org/dialog/?doi=10.1002%2Facr.24163&domain=pdf&date_stamp=2021-05-11


LOPEZ-­OLIVO ET AL 650       |

selected registries/LOS in RA have found significant heterogeneity 
in the outcomes collected, creating challenges in the compara-
bility of findings across studies (1–3). Although there have been 
efforts to reduce the variability in data collection and analysis, a 
well-defined and universally accepted core set of outcomes to 
be measured in LOS that includes important patient-centered 
domains with specific relevance to long-term outcomes has yet 
to be agreed upon (4–6). The European Alliance of Associations 
for Rheumatology proposed a core set that primarily included 
pathophysiologic measures. Although they recommended meas-
uring quality of life and function, specific subdomains were not 
proposed (5). Barber et al in Canada also proposed a core set 
of measures to be collected in clinical practice to improve quality 
of care, rather than for longitudinal outcome studies (6).

Using the Strengthening the Reporting of Observational 
Studies in Epidemiology statement, a previous study reviewed 
registries and cohorts of RA patients receiving biologic therapy in 
the US and Europe to compare differences in study design and 
methods that may explain heterogeneous results (1). The review 
compared methodologic domains such as recruitment methods 
and inclusion data among selected therapy-based registries. 
However, only selected clinical outcomes could be evaluated 
due to the heterogeneity of outcomes collected, and no data on 
outcomes potentially important to patients (e.g., fatigue, sleep, 
productivity) were assessed except for physical function and 
health-related quality of life (HRQoL).

In 2017, a European Alliance of Associations for Rheuma-
tology task force agreed upon a set of 21 core set domains and 
instruments for observational studies in RA (5). Many domains 
important to patients, such as productivity, social engagement, 
and survival, were not included as core measures, but merely as 
desirable or complementary. Furthermore, how RA patients view 
the importance and relevance of outcomes reported in stud-
ies is not clear (7,8). The Outcome Measures in Rheumatology 
(OMERACT) initiative has designed and implemented strategies 
to develop and validate outcomes to be reported in rheumatic 
diseases such as RA, and continues to be a significant driving 
force behind this effort (9). OMERACT relies on the inclusion of the 

patient’s voice in discussions regarding the relevance and appro-
priateness of outcome measures, recognizing and including the 
patient perspective (10). Although designed for use in RCTs and 
LOS, most of the RA outcome measures agreed upon in OMER-
ACT have been adopted in the setting of an RCT or short-term 
studies. A wide consensus on what outcomes, especially patient-
centered outcomes, should be collected in RA registries has yet 
to be reached.

To build upon the interests of research groups, a first step 
is to identify outcome domains and measures, including patient-
centered outcomes, currently collected in long-term studies of RA 
patients. We therefore conducted a systematic review of regis-
tries/LOS of patients with RA, primarily evaluating data collection 
and reporting patient-centered outcomes.

MATERIALS AND METHODS

Eligibility criteria. We included both registries and pro-
spective LOS. Although the distinction is not always clear, reg-
istries are generally considered to be databases with ongoing 
longitudinal data collection of individual patients, with data not 
necessarily collected to answer specific research questions; they 
are often population-based (11). In contrast, LOS usually include 
patients in specific settings and often aim to answer defined 
research questions.

To be included in our review, registries/LOS had to include 
patients with RA, assess outcomes or prognosis, include clinical 
outcomes or patient-centered outcomes in their data collection 
(we used the definitions and concepts provided by the Patient-
Centered Outcomes Research Institute) (12), and have appeared 
in at least 1 publication written in English since 2013. Registries/
LOS were excluded if they were an open label extension of a clin-
ical trial, the purpose of the registry was to answer a particular 
question unrelated to clinical, patient-centered, or safety out-
comes (e.g., biomarkers, lifestyle habits), or entry into the registry 
was limited to those with a specific articular or extraarticular man-
ifestation of RA (e.g., anemia) or a certain study subpopulation 
(e.g., those with interstitial lung disease).

Registry identification and selection. Our search strat-
egy started with a Google Scholar search using the names of the 
193 United Nations member states as listed on the organization’s 
website (13). Then, for each member state, the name was com-
bined with the keywords “rheumatoid” and “registry,” and the first 
15 results were selected for review. To help reduce false hits in the 
search results, we searched multiple-word names as a phrase (e.g., 
“Marshall Islands”), and a few single-word names were searched 
within quotation marks (e.g., “Niger” to avoid retrieving “Nigeria”). 
Some member states were searched using both the formal and 
common names (e.g., “Côte D’Ivoire” and “Ivory Coast”), and 
others were searched using only a simplified name (e.g., “Bolivia” 
rather than “The Plurinational State of Bolivia”). We also searched 

SIGNIFICANCE & INNOVATIONS
•	 We identified 88 prospective long-term obser-

vational studies and registries across the world 
reporting outcomes in patients with rheumatoid 
arthritis.

•	 Globally, there is significant heterogeneity of col-
lected and reported outcomes across observation-
al studies and registries, varying according to the 
type of registry (i.e., disease-based versus therapy-
based).

•	 Patient-centered outcomes measuring symptom 
burden and mental and social aspects of disease 
are not consistently collected and/or reported.
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2 databases of registries: the Agency for Healthcare Research 
and Quality (AHRQ) Registry of Patient Registries (RoPR) and Clin-
icalTrials.gov, using terms related to RA and registries. Additional 
handsearching was performed for identified registries/LOS when 
URLs were not readily available through the previous searches. 
This search strategy resulted in 2,996 URLs, of which 2,766 were 
excluded as per Figure 1, leaving 230 URLs corresponding to 88 
unique registries/LOS. The decision to include an LOS/registry in 
the review was made by 2 independent pairs of reviewers (either 
RJZ and JdB or NVZ and DR). Consensus was reached by dis-
cussion or third-party adjudication (MES-A).

Data collection process. Data sources to retrieve infor-
mation from the selected registries/LOS included websites and 
publications in the medical literature. For each registry included in 
the review, we identified public websites and the corresponding 
URLs. Initial sources of data, when available, included information 
from the websites or in the databases of registries (RoPR and 
ClinicalTrials.gov). For the next step, an expert health sciences 
librarian (GP) conducted searches in the Medline and Embase 

databases (via the Ovid platform) using the names and acronyms 
of the identified registries/LOS for all publications until August 
2018. When retrieval was sparse, proximity operators were used 
in the search strings for names of registries. When available, 
ClinicalTrials.gov identifiers were also included. For example, lit-
erature involving the Consortium of Early Arthritis Cohorts USA 
was searched in all fields of database records using (Consortium 
adj3 “Early Arthritis” adj3 Cohort* or “CATCH US” or CATCH-US 
or NCT02386527.af.) To further identify relevant citations, those 
retrieved were cross-referenced with subject heading (National 
Library of Medicine [MeSH] or Embase [Emtree]) terms related to 
RA and registry or cohort keywords. Preference was given to liter-
ature describing the registries/cohorts themselves and to citations 
published from January 2013 to August 2018.

Publications related to each registry were compiled in End-
Note (Clarivate Analytics), and all citations were grouped by regis-
try. Only English language publications were reviewed. To extract 
variables of interest, 2 reviewers (RJZ and JdB) independently 
examined the websites, databases of registries/LOS, and full-text 
publications related to each registry. For scientific publications, we 

Figure 1.  Flow diagram of the identification and selection process. LOS = long-term observational studies.
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extracted variables of interest from the Methods and Results sec-
tions. Disagreements regarding the data collected were resolved 
by consensus or third-party adjudication (MES-A).

We collected general registry information, including country, 
types of patients included, and the purpose of the registry/LOS 
when specified from all sources available, including websites and 
publications. Because we were primarily interested in patient-
centered outcomes, we evaluated documentation of specific 
outcome domains and sociodemographic data broadly, covering 
commonly identified risk factors for RA outcomes, clinical out-
comes, and patient-centered outcomes, primarily patient-reported 
outcomes. These included: socioeconomic status (e.g., education 
and income); comorbidities, including smoking; rheumatoid factor 
and/or anti–citrullinated protein antibody levels; clinical outcomes 
(e.g., radiographic evaluation and clinician-based disease activity 
indices); safety outcomes (e.g., serious adverse events [SAEs] and 
death); and patient-centered outcomes (e.g., measures of physical 
function or HRQoL, as well as assessments of symptom burden, 
such as pain, fatigue, stiffness, sleep, mental anguish [e.g., depres-
sion, anxiety], and social participation [e.g., working status]).

Quality appraisal. Two pairs of reviewers independently 
appraised the registries/LOS (either RJZ and JdB or NVZ and DR). 
Disagreements were resolved by consensus or third-party adjudi-
cation (MES-A). To appraise the quality of each registry, we used a 
guide developed by AHRQ (14) that includes the following items: 1) 
planning (written registry protocol with goals, a defined target pop-
ulation, specific methods for collecting information, and appropri-
ate personnel and storage of data); 2) design (appropriate review of 
the literature, description of the target population, defined inclusion 
and exclusion criteria of patients, and estimated follow-up time); 3) 
data elements and resources (including appropriate and validated 
scales for assessing outcomes); and 4) ethics (including protection 
of human subjects such as privacy and informed consent, and 
review and approval by oversight committees).

Synthesis of results. Characteristics and reported var-
iables were summarized overall and by type of registry/LOS 
(disease-based or therapy-based). Descriptive statistics were 
used to synthesize the data collected; unweighted frequencies 
and percentages were used for categorical variables.

RESULTS

We identified 97 URLs for registries/LOS from RoPR and Clin-
icalTrials.gov. The Google Scholar search identified 2,895 URLs, 
and an additional 4 were identified through handsearching. After 
cross-referencing and selection, we included 230 relevant URLs 
corresponding to 88 registries/LOS (Figure 1 and Supplemen-
tary Table 1, available on the Arthritis Care & Research website 
at http://onlin​elibr​ary.wiley.com/doi/10.1002/acr.24163/​abstract). 
One of these was a collaboration among registries (not a registry 

on its own), which we decided to include because it provided data 
from registries with no individual data from different countries (15).

To ascertain outcome measures, in addition to reviewing 
websites, we conducted a publication search that yielded 2,863 
publications after deduplication (Figure 1). Titles and abstracts 
of 2,863 publications were reviewed; 860 of these articles were 
excluded for reasons detailed in Figure 1. The full text of the 
remaining 2,003 publications was reviewed, and an additional 380 
were excluded because they did not report outcome measures, 
leaving 1,623 publications eligible for review.

Characteristics of registries/LOS. Table 1 shows the 
characteristics of the included registries/LOS. Of the 88, 52 (59%) 
were disease-based, and 36 (41%) were therapy-based. The origin 
of the registries/LOS included 36 different countries across South 
America, North America, Asia, Oceania, and Europe, with most 
originating from the US. Registries/LOS primarily included patients 
with RA; however, 34 (13 disease-based and 21 therapy-based) 
also included patients with diseases other than RA, including myosi-
tis, systemic lupus erythematosus, ankylosing spondylitis, psoriatic 
arthritis, osteoporosis, osteoarthritis, gout, fibromyalgia, juvenile 
idiopathic arthritis, Crohn’s disease, and ulcerative colitis.

Quality assessment. Data elements and resources was 
the most frequent quality domain in compliance with guidelines in 
both types of registries/LOS: 39 (75%) for disease-based, and 29 
(81%) for therapy-based (Table 2). Planning and design were the 

Table 1.  Characteristics of the registries and prospective long-
term observational studies included in our analysis*

Characteristic
Disease-based

(n = 52)
Therapy-based

(n = 36)
Total

(n = 88)
Location

Asia 9 (17) 5 (14) 14 (16)
Europe 29 (56) 24 (67) 53 (60)
North America 9 (17) 3 (8) 12 (14)
South America 3 (6) 3 (8) 6 (7)
Oceania 1 (2) – 1 (1)
International 1 (2) 1 (3) 2 (2)

Data source
Publications 52 (100) 36 (100) 88 (100)
Website 22 (42) 9 (25) 31 (35)
ClinicalTrials.gov 9 (17) 7 (19) 16 (18)

Patients with only RA 39 (75) 14 (39) 53 (60)
* Values are the number (%). RA = rheumatoid arthritis.

Table 2.  Compliance with AHRQ quality domains (ref. 14)*

Registry type Planning Design
Data elements 
and resources Ethics

Disease-based 
(n = 52)

7 (13) 10 (19) 39 (75) 32 (62)

Therapy-based 
(n = 36)

8 (22) 8 (22) 29 (81) 14 (39)

Total (n = 88) 15 (17) 18 (20) 68 (77) 46 (52)
* Values are the number (%). AHRQ = Agency for Healthcare Research 
and Quality; ref. = reference. 

http://onlinelibrary.wiley.com/doi/10.1002/acr.24163/abstract
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least frequently reported domains: 7 (13%) in disease-based and 
8 (22%) in therapy-based for planning, and 10 (19%) in disease-
based and 8 (22%) in therapy-based for design.

Data collected. A summary of the data collected in the 
registries/LOS is shown in Tables 3 and 4. We evaluated a total 
of 43 outcomes, including clinical outcomes (disease activity, 
imaging, safety), and patient-centered outcomes comprising 
3 domains: physical, mental, and social wellbeing, as well as 
HRQoL. The mean ± SD of outcomes collected by disease-based 
registries/LOS was 12.1 ± 5.0 and by therapy-based registries was 
10.1 ± 4.0. The mean ± SD of patient-centered outcomes col-
lected by disease-based registries was 4.8 ± 3.0 and by therapy-
based registries was 2.4 ± 2.2.

Sociodemographic data and risk factors. All registries/LOS 
reported data collection of sociodemographic data and risk fac-
tors. The collection of serologic markers, including rheumatoid fac-
tor and anti–cyclic citrullinated peptide (73 [83%]), was the most 
frequently reported variable, with comorbidities (72 [82%]) being 

the second most frequently reported variable. Alcohol consump-
tion was reported in 10 (11%) of registries/LOS, whereas smoking 
was reported in 63 (73%).

Clinical outcomes. All registries/LOS reported the collec-
tion of at least 1 disease activity measure or composite index. 
The most commonly reported disease activity outcome was the 
Disease Activity Score using 28 joints (DAS28) or 1 of its versions 
(86 [98%]) (16). Other indices reported included the American 
College of Rheumatology 20% improvement criteria (10 [11%]) 
(17,18), the Simplified Disease Activity Index (35 [40%]) (19), the 
Clinical Disease Activity Index (38 [43%]) (20), and the physician 
global assessment (37 [42%]). Other markers of disease activity 
included erythrocyte sedimentation rate, C-reactive protein level, 
and tender and/or swollen joint counts. Patient global assess-
ments of disease activity scores were reported in 40 (77%) and 26 
(2%) of condition- and therapy-based registries/LOS, respectively. 
More disease-based than therapy-based registries reported im-
aging data: 37 (71%) versus 18 (50%). The most common instru-
ment score reported was the Sharp/van der Heijde score (21,22).

Table 3.  Variables and outcomes reported in the registries and prospective long-term 
observational studies in our analysis*

Disease-based
(n = 52)

Therapy-based
(n = 36)

Total
(n = 88)

Sociodemographic data
Education status 21 (40) 7 (19) 28 (32)
Income 16 (31) – 16 (18)
Financial measures 
(nonspecified)

17 (33) 6 (17) 23 (26)

Lifestyle factors
Alcohol 9 (17) 1 (3) 10 (11)
Smoking 40 (77) 24 (67) 64 (73)

Clinical characteristics
RF/ACPA 46 (88) 27 (75) 73 (83)
Comorbidities 41 (79) 31 (86) 72 (82)

Disease activity 52 (100) 36 (100) 88 (100)
DAS28/DAS28-CRP/ESR 50 (96) 36 (100) 86 (98)
DAS28-CRP 17 (33) 10 (28) 27 (31)
DAS28-ESR 11 (21) 11 (31) 22 (25)
ACR20 6 (12) 4 (11) 10 (11)
SDAI 23 (44) 12 (33) 35 (40)
CDAI 21 (40) 17 (47) 38 (43)
Patient global assessment 40 (77) 26 (72) 66 (75)
Physician global assessment 26 (50) 11 (31) 37 (42)
RADAI 9 (17) 1 (3) 10 (11)
RAID 1 (2) 4 (11) 5 (6)
RAPID 12 (23) 4 (11) 16 (18)

Drug safety
Serious adverse events 17 (33) 36 (100) 53 (60)
Deaths 16 (31) 17 (47) 33 (38)

Imaging 37 (71) 18 (50) 55 (63)
* Values are the number (%). ACPA = anti–citrullinated protein antibody; ACR20 = American 
College of Rheumatology 20% improvement criteria (refs. 17,18); CDAI = Clinical Disease 
Activity Index (ref. 20); DAS28 = Disease Activity Score using 28 joints (ref. 16); DAS28-CRP = 
DAS28 using the C-reactive protein level (ref. 31); DAS28-ESR = DAS28 using the erythrocyte 
sedimentation rate (ref. 32); RADAI = Rheumatoid Arthritis Disease Activity Index; RAID = 
Rheumatoid Arthritis Impact of Disease (ref. 33); RAPID = Routine Assessment of Patient 
Index Data (ref. 34); RF = rheumatoid factor; SDAI = Simplified Disease Activity Index (ref. 19). 
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Safety. We assessed the reporting of SAEs and deaths. Only 
one-third of disease-based registries reported the collection of 
SAEs, compared with all therapy-based registries. Death was 
also less frequently reported as being recorded in the disease-
based than in the therapy-based registries: 16 (31%) compared 
with 17 (47%).

Patient-centered outcomes. We examined patient-centered 
outcomes because they pertain to HRQoL and its 3 major 
domains: physical (comprising function and symptom bur-
den), mental, and social. Among different Health Assessment 
Questionnaire (HAQ) scales used, the HAQ disability index (HAQ 
DI) (23) was reported in 45 (87%) of the disease-based and 25 

(69%) of the therapy-based registries. Among the 8 different 
scales used to assess HRQoL, the EuroQol 5-domain ques-
tionnaire (24) was most commonly reported in disease-based 
registries (19 [37%]). In therapy-based registries, the Medical 
Outcomes Study Short Form 36-item questionnaire (25) was re-
ported most frequently, used by 8 (22%) of these registries.

Registries/LOS reported collection of patient-centered out-
comes pertaining to the physical domain (76 [86%]) more fre-
quently than either the mental (29 [33%]) or social (20 [23%]) 
domains. Within the physical domain, outcomes related to func-
tion (disease-based 48 [92%], therapy-based 27 [75%]) were 
collected more frequently than symptom burden (disease-based 
46 [88%], therapy-based 19 [53%]). The mental domain was 
reported least frequently in the therapy-based registries/LOS 
(6 [17%]) when compared to all other patient-centered outcomes. 
The reporting of outcomes in the social domain was similar for 
disease-based and therapy-based registries/LOS, 12 (23%) ver-
sus 8 (22%), respectively (Table 4). The most frequently reported 
outcome within the subgroup of function was HAQ DI, where 45 
(87%) of disease-based and 25 (69%) of therapy-based regis-
tries/LOS reported collection. The most frequently reported out-
come within the subgroup of symptom burden was pain, which 
was collected in 43 (83%) of disease-based and 18 (50%) of 
therapy-based registries/LOS. The most frequently reported out-
come within the mental domain was depression, with 19 (37%) 
of disease-based and 6 (17%) of therapy-based registries/LOS 
reporting collection. Patient-centered outcomes identified in our 
search relating to the social domain were working status (disease-
based 9 [17%], therapy-based 6 [17%]) and the Work Produc-
tivity and Activity Impairment questionnaire (disease-based 3 
[6%], therapy-based 3 [8%]) (Table 4). Considerable heterogeneity 
across registries within close geographic proximity was observed 
with respect to the types of instruments used to measure dis-
ease activity, HRQoL, and patient-centered outcomes (data not 
shown).

DISCUSSION

This study was the first step from an OMERACT initiative 
to identify outcome domains and measures, including patient-
centered outcomes, currently collected in long-term studies 
of RA patients. We therefore conducted one of the largest sys-
tematic reviews scrutinizing the data collection of RA registries/
LOS worldwide. We found substantial heterogeneity in the col-
lected outcome measures and variability in the instruments used 
to define these outcomes. We inferred the perceived importance 
of these variables by how frequently they were reported. For the 
purpose of our study, we divided registries into 2 groups: disease-
based and therapy-based.

We observed differences in the quality domains between 
the types of registries. Planning and design were more com-
monly reported in the therapy-based than in the disease-based 

Table 4.  The frequencies of patient-centered outcomes*

Disease-based
(n = 52)

Therapy-based
(n = 36)

Total
(n = 88)

Health-related 
quality of life

27 (52) 10 (28) 37 (42)

EQ-5D 19 (37) 7 (19) 26 (30)
SF-6D 3 (6) 2 (6) 5 (6)
SF-36 16 (31) 8 (22) 24 (27)
SF-12 – 2 (4) 2 (2)
AIMS2 – 1 (2) 1 (1)
RAQoL 2 (4) – 2 (2)
EQ-VAS 3 (6) – 3 (3)
PROMIS-29 1 (2) 2 (6) 3 (3)

Physical domain 48 (92) 28 (78) 76 (86)
Function 48 (92) 27 (75) 75 (85)

HAQ† 48 (92) 27 (75) 75 (85)
HAQ DI 45 (87) 25 (69) 70 (80)
MDHAQ 9 (17) 4 (11) 13 (15)
HAQ-II 5 (10) 1 (3) 6 (7)
PAS-II 1 (2) – 1 (1)
FFbH – 1 (3) 1 (1)

VAS function 8 (15) – 8 (9)
Symptom burden 46 (88) 19 (53) 65 (74)

Pain 43 (83) 18 (50) 61 (69)
Sleep 12 (23) – 12 (14)
Fatigue 22 (42) 9 (25) 31 (35)
Stiffness 23 (44) 6 (17) 29 (33)

Mental domain 23 (44) 6 (17) 29 (33)
Depression 19 (37) 6 (17) 25 (28)
Anxiety 8 (15) 1 (3) 9 (10)
Fear 2 (4) – 2 (2)
Coping 2 (4) 1 (3) 3 (3)
Helplessness 1 (2) – 1 (1)

Social domain 12 (23) 8 (22) 20 (23)
Working status 9 (17) 6 (17) 15 (17)
WPAI 3 (6) 3 (8) 6 (7)

* Values are the number (%). AIMS2 = Arthritis Impact Measurement 
Scale 2 (ref. 40); EQ-5D = EuroQol 5-domain questionnaire (ref. 24); 
EQ-VAS = EuroQol visual analog scale (ref. 42); FFbH = Funktions
fragebogen Hannover; HAQ = Health Assessment Questionnaire;  
HAQ DI = HAQ disability index (ref. 23); MDHAQ = multidimensional 
HAQ (ref. 35); PAS-II = Patient Activity Scale II (ref. 37); PROMIS-29 = 
Patient-Reported Outcomes Measurement Information System 29; 
RAQoL = Rheumatoid Arthritis Quality of Life questionnaire (ref. 
41); SF-6D = Short Form 6 dimensions (ref. 38); SF-12 = SF 12-item 
questionnaire (ref. 39); SF-36 = SF 36-item questionnaire (ref. 25); 
VAS = visual analog scale; WPAI = Work Productivity and Activity 
Impairment questionnaire (ref. 43). 
† Three forms of HAQ collected included HAQ DI, MDHAQ, and 
HAQ II (ref. 36). 
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registries. This finding is likely because data collection surround-
ing drug administration is more stringently regulated. Regarding 
the data collected, disease-based registries collected more varia-
bles than therapy-based registries. This practice may be because 
therapy-based registries often focus on pharmacovigilance and 
adverse events related to therapy, limiting their scope of collec-
tion. A therapy-based registry focus on adverse-events related 
to therapy explains why safety data annotating serious adverse 
reactions were recorded in 17 (33%) of the disease-based regis-
tries versus 36 (100%) of the therapy-based registries. Imaging 
data were recorded in 55 (63%) of all registries, with a higher pro-
portion of disease-based than therapy-based registries collect-
ing this information. These data may have been omitted from the 
therapy-based registries because the efficacy of the drug had 
already been proven in an RCT. Given the additional expense of 
imaging, the administrators of the therapy-based registries may 
have considered it unnecessary. Conceivably, given the fact that 
imaging is a surrogate marker for long-term outcomes, if a regis-
try was collecting alternative long-term outcomes, the collection 
of imaging data might also have been considered redundant.

More than half of the registries were from European coun-
tries. This fact was not surprising because many European 
countries are under a national health system, allowing for data 
collection across their populations, and some registries were 
introduced as a requirement for the pharmacovigilance of bio-
logic agents. However, the type of disease activity, HRQoL, 
and patient-centered outcomes instruments varied within close 
geographic regions. Variation in the outcomes instruments used 
within close geographic regions could be due to an individual 
registry’s conceptualization and provenance occurring inde-
pendently in a similar time frame, without collaboration at early 
design and implementation stages.

One or more patient-centered outcomes were collected by 
the majority of registries. However, the degree of heterogeneity for 
patient-centered outcomes was considerably greater than that of 
outcomes related to disease activity. When patient-centered out-
comes were divided into domains, we noted significant differences, 
with those relating to physical function and symptom burden 
being most frequently reported compared to the mental and social 
domains. Interestingly, within the social domain we only identified 2 
specific reported outcomes outside generic instruments, and both 
focused on productivity. All other aspects of social participation that 
are not already captured by HRQoL outcomes were not reported. 
Other aspects of social participation were not reported, which  illumi-
nates the limited emphasis placed on collecting outcomes focused 
on assessing both the mental and social domains, despite the fact 
that, over the past decade, there has been increasing pressure 
from government agencies and the research community to pro-
vide a more holistic view of disease (26). There has also been a 
change in the doctor-patient relationship, moving away from med-
ical paternalism towards shared decision-making, autonomy, and 
inclusion. This shift does not appear to be well reflected yet in 

registry design and data collection. Evidence suggests that the use 
of outcomes that are relevant to patients increases patient satis-
faction and improves patient–provider communication, as well as 
overall patient HRQoL (27). In the clinical setting, patient-centered 
outcomes may help patients in making informed decisions about 
their care (by providing results across time and assessing their per-
spective to these results and treatment) and aid clinicians in moni-
toring the progress of care.

Our findings are consistent with previous analyses of RA reg-
istries. Radner et al (3) evaluated the variables contained in 27 reg-
istries across 16 European countries and determined that the most 
frequently recorded variables were those that described disease 
activity; DAS28 was reported as being recorded in 100% of the 
registries. The researchers’ work also demonstrated a substantial 
amount of heterogeneity in collected outcome measures across 
the European continent (3). Curtis et al (1) performed an analysis of 
European and American registries, comparing patient characteris-
tics, drug therapy, and adverse events recorded in the various reg-
istries. This analysis also reported heterogeneity in the outcomes 
collected. The authors of that article used a similar strategy to ours 
of identifying which outcomes were collected by the registries of 
interest (1).

Registries are created to collect specific, pertinent data. An 
important purpose of the data collected is to improve patient 
experience, outcome, and quality of life. However, if data are 
recorded but never scrutinized, then the purpose of these 
data may be questioned. Thus, even if data were not captured 
by our search, the absence of these data from publication lends 
credence to our salient point that homogeneity in data collection 
and research is required. In the current review, we did not identify 
how often data were recorded by each registry. Although the first 
step in ensuring homogeneity of data collection is to define a core 
set of outcome measures, ideally the frequency of recording such 
data will also be standardized.

As the importance of registry data continues to increase, an 
effort has been made to help define what should be universally 
recorded by registries (28,29). In 2017, the European Alliance of 
Associations for Rheumatology outlined 21 variables as the min-
imum number of data points that should be collected by any 
registry. This list provides an excellent framework for researchers 
to determine which outcome measures are important not only 
to clinicians but also to their patients. However, within this rec-
ommendation, there is a relative paucity of guidance on patient-
centered outcomes. Of the 21 recommended variables, only 3 
are included: HAQ, EuroQol 5-domain questionnaire, and pain 
(5). We found that 2 of these measures were the most frequently 
reported (HAQ: 75 [85%], and pain: 61 [64%]). The HAQ might 
be most frequently reported because functional status is an out-
come of relevance for both patients and providers and has been 
available for decades. Evidence suggests that the HAQ is also a 
useful monitoring tool that is easily completed by patients in the 
clinical setting (30).
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Some limitations to our study merit further discussion. Unfor-
tunately, there was no single data collection form or method used 
by all of the registries to assemble the collected variables. For this 
reason, we relied on information gleaned from published articles, 
Google Scholar searches, registry websites, ClinicalTrials.gov, and 
RoPR to determine which variables were recorded by the individ-
ual registries. Another limitation of the study is also true for our 
quality assessment, which was done only using the data reported 
in articles meeting our eligibility criteria. Studies published before 
the year 2013 could have reported registry data that were not 
captured in subsequent publications. Also, given the scope of our 
study, we were unable to directly contact the administrators of 
individual registries. Therefore, we cannot ensure that our search 
was able to fully capture all variables recorded by the individual 
registries. However, the frequencies we obtained are similar to 
those noted in previous studies in which registry administrators 
were contacted (3). In addition, our search strategy included only 
English publications, and this limitation may have resulted in rele-
vant publications being omitted.

Registries provide pertinent information about the long-term 
trajectory of disease and disease burden. The current study demon-
strates the heterogeneity of collected variables among international 
registries and indicates that a strategy is needed to reduce the var-
iability of data collection. Further, the study highlights the need for 
greater emphasis to be placed on the collection of patient-centered 
outcomes other than physical function and symptom burden. 
Although we found that patient-centered outcomes that assess 
physical function (76 [86%]) and symptom burden (65 [74%]) are 
collected with some regularity, those outcomes that assess other 
aspects of disease burden were collected inconsistently. Patient-
centered outcomes measures provide vital information regarding 
the patient experience; hopefully, their collection can be routinely 
incorporated into registry design in the future. Additional studies 
will be needed to further assess the acceptability and comfort that 
patients may have answering questions related to psychosocial 
domains, and whether social desirability factors may impact the 
completeness and validity of data collection and analysis.

Due to the long-term outlook of registries, outcome meas-
ures that are essential in RCTs may not be as important to reg-
istries and may not provide the information most relevant to 
patients. A core set of clearly defined outcomes that are relevant 
to patients would allow for collaborative research and compar-
isons across registries and would facilitate analyses that could 
potentially identify geographic, racial, and cultural differences in 
disease outcomes.
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Findings on Coronary Angiographies in Patients With 
Rheumatoid Arthritis and Ischemic Heart Disease: Are They 
Different From Patients Without Rheumatoid Arthritis?
Marie Holmqvist,1  Ängla Mantel,1 Solveig Wållberg-Jonsson,† Stefan James,2 Tomas Jernberg,3 and 
Johan Askling1

Objective. Patients with rheumatoid arthritis (RA) are at increased risk of coronary artery disease (CAD) and 
seem to develop more severe acute coronary syndromes (ACS) than the general population. Because few studies 
have investigated the CAD distribution in the context of acute or stable CAD in RA, the objective was to investigate 
whether this risk is due to a different distribution and severity of coronary stenoses (versus non-RA), resulting in 
clinical manifestation of CAD.

Methods. We performed a population-based study using linkages of nationwide clinical, health, and demographics 
registers. We compared 1 cohort of patients with RA, and 1 matched cohort of patients without RA, undergoing a first 
coronary angiography from 2006 through 2015. Cardiovascular (CV) characteristics and the presence and distribution 
of clinically significant stenoses were compared (through odds ratios [ORs]), stratified by indication (stable CAD, ST-
elevation myocardial infarction [STEMI], and non–ST-elevation ACS [NSTACS]), using logistic regression.

Results. We identified 2,985 patients with RA and 10,290 patients without RA who underwent a first coronary 
angiography. A higher proportion of patients with RA (75% versus 69%) had STEMI and NSTACS as indication for 
angiography. We found no difference in the presence and distribution of clinically significant coronary stenoses in 
RA compared with the patients without RA, regardless of the CAD type (for having any significant stenosis in stable 
CAD OR 0.9, STEMI OR 0.8, and NSTACS OR 1.1), stratification by RA duration, sex, or burden of concomitant CV 
risk factors.

Conclusion. Although RA may accelerate the development of clinical CAD events, the underlying angiographic 
characteristics are similar to those in patients without RA.

INTRODUCTION

Patients with rheumatoid arthritis (RA) are at increased risk of 
acute coronary syndrome (ACS). This excess risk cannot be read-
ily explained by traditional cardiovascular (CV) risk factors (1) but 
points to a role for factors associated with the RA disease (2,3). 
Yet despite improved RA disease control during recent years, and 
despite declining rates for ACS in the general population as well 
as in patients with RA, the excess risk of ACS in RA remains (4).

Besides the elevated incidence, the clinical/phenotypic char-
acteristics of ACS in RA are somewhat different from those of ACS 
in the general population (5). Studies further suggest inferior clinical 
outcomes in RA after ACS, including reinfarction and survival (5,6). 

Whereas the increased ACS incidence in RA might be explained 
by an increased presence of CV risk factors, and the increased 
long-term mortality may be explained by the excess mortality 
related to the RA disease itself, the somewhat different ACS phe-
notype and the inferior short-term outcomes of ACS in RA raise 
the hypothesis that ACS in RA is, at least in part, the result of other 
pathogenic processes than in the general population.

With regard to CV characteristics in RA, studies indicate that 
patients with RA have an increased carotid intima-media thick-
ness (IMT) (7–11), and that the prevalence and perhaps sever-
ity of coronary artery calcification is increased (12–17). Notably, 
these results pertain to patients with RA in the absence of acute 
ACS. With respect to coronary angiography, only 1 study, of 203 
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patients with symptoms of angina pectoris during exercise, sug-
gested more significant coronary artery involvement in RA than 
among non-RA controls (18). Studies of the distribution of cor-
onary stenoses in patients with RA at the time of an ACS are 
lacking, as are studies comparing any characteristics of coronary 
angiographic patterns in RA versus the general population across 
ACS and stable ischemic heart disease. Such data would, how-
ever, be important for our understanding of whether ACS in RA 
is largely an effect of an increased force of development of usual 
ACS in these individuals (“more of the same”), or whether ACS in 
RA displays RA-specific features.

The aim of this study was therefore to assess the angio-
graphic pattern in patients with RA and in matched subjects from 
the general population who underwent coronary angiography 
because of an acute ACS. For contextualization, we assessed the 
corresponding characteristics in individuals undergoing angiogra-
phy due to stable coronary artery disease (CAD).

PATIENTS AND METHODS

Study design and setting. We performed a nationwide 
population-based cohort study of 1 cohort of patients with 
RA (of any duration), and 1 general-population cohort, both of 
which had undergone coronary angiography due to ACS or sta-
ble CAD. Health care services in Sweden are publicly funded. 
Patients with RA are treated at specialized internal medicine or 
rheumatology clinics, patients with acute coronary conditions are 
treated at coronary intensive care units. All Swedish residents are 
assigned a personal identification number at birth or immigra-
tion, which can be used to link different national health register 
sources together.

Data sources. The National Patient Register includes main 
and secondary diagnoses for specialized inpatient care (with 
full coverage since 1987) and also covers specialized outpa-
tient care since 2001. Diagnoses are coded according to the 
Swedish version of the International Statistical Classification of 

Diseases and Related Health Problems, Tenth Revision. Infor-
mation on dispensed pharmacotherapies was collected from 
the Prescribed Drug Register (PDR), which stores information on 
all dispensed drugs from Swedish pharmacies since July 2005. 
Drugs are coded according to Anatomical Therapeutic Chem-
ical classifications. The clinical Swedish Rheumatology Quality 
Register (SRQ) is run by the Swedish Rheumatology Association 
and holds clinical information on patients with RA. The Swedish 
Coronary Angiography and Angioplasty Register (SCAAR) is part 
of Swedeheart, the national quality-of-care register for coronary 
intensive care. SCAAR contains information on all angiographies 
performed in Sweden and includes information on baseline risk 
factors, indications, and angiographic findings. The Total Pop-
ulation Register holds demographic information for all Swedish 
residents.

Study population and exposure definition. Prevalent 
RA (exposure) was defined as individuals age ≥18 years with at 
least 2 visits listing RA in the National Patient Register between 
2001 and 2015, of which at least 1 had to be from an inter-
nal medicine or rheumatology clinic or listed in the SRQ. The pos-
itive predictive value for this exposure definition is 91%, based on 
a retrospective chart-review using current classification criteria as 
the gold standard (19). Each patient with RA was matched, using 
incidence density sampling, to up to 5 general-population sub-
jects by age, sex, and residential area, using the Total Population 
Register.

Identification of coronary angiographies and covar-
iates. We followed all patients with RA and their matched 
subjects in SCAAR from 2006 through December 31, 2015 to 
identify all individuals who underwent coronary angiography. For 
subjects with >1 angiography, only the first was included. Based 
on the indication registered in SCAAR, we stratified subjects into 
stable CAD or ACS, which was in turn further stratified into ST-
elevation myocardial infarction (STEMI) or non–ST-elevation ACS 
(NSTACS). To exclude patients with unstable coronary disease 
from the stable CAD group, we excluded all subjects who had 
an ACS diagnosis registered in the National Patient Register >30 
days prior to the angiography date. We collected information 
on cardiovascular risk factors (smoking, body mass index, dia-
betes mellitus, and hypertension) from SCAAR, and information 
on pharmacotherapies (dispensed prescription >30 days prior to 
the angiography) serving as proxies for cardiovascular risk factors 
from the PDR. Figure 1 shows a flow-chart of the identification of 
the study population.

Outcome definition. Coronary arteries were categorized 
by the angiographer as significantly affected if visually >50% of 
the vessel lumen was obstructed or the fractional flow reserve 
was ≤0.8 (20). Findings were stratified into the number of affected 
vessels and/or main stem.

SIGNIFICANCE & INNOVATIONS
•	 Our study suggests that overall, among individuals 

with acute or stable coronary artery disease, the 
pattern of cardiovascular risk factors and clinically 
significant coronary stenoses is largely the same in 
rheumatoid arthritis (RA) as in the non-RA popula-
tion.

•	 Despite these similarities, we also noted a higher 
prevalence of ST-elevation myocardial infarction 
among patients with RA, a finding that supports 
the existing evidence of a different acute coronary 
syndromes (ACS) phenotype in RA, which in turn 
should be considered when assessing and risk 
stratifying ACS patients in clinical practice.
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Statistical analysis. We used logistic regression models to 
calculate age- and sex-adjusted odds ratios (ORs) as a measure 
of the association between RA and significant stenosis. Each indi-
vidual was classified based on the number of affected coronary 
vessels and the location of the stenoses as 1) without any signif-
icant stenosis, 2) with one vessel 3) with two vessels, or 4) with 
three vessels with significant stenosis of the left coronary artery 
(LAD), left circumflex artery (LCX), or right coronary artery (RCA), 
and 5) with left main stem and 1 or 2 of LAD, LCX, or RCA. In 
separate models, we created a composite outcome defined as 
any of the above vessels affected. Normal findings without any 
significant stenosis were used as reference in all models. We per-
formed analyses overall and stratified by sex, rheumatoid factor 
(RF) status, and RA disease duration by the time of angiography 
(<5 versus ≥5 years).

To investigate whether CV risk factors would potentiate coro-
nary atherosclerosis in RA (compared with non-RA) we performed 
sensitivity analyses restricted to study subjects with at least 2, or 
at least 3, CV risk factors, as well as analyses adjusted (complete 
case analyses) for the same CV risk factors. All analyses were 
carried out with SAS software, version 9.3.

RESULTS

In total, 3,957 patients with RA (5.2%) and 13,601 patients 
without RA (3.6%) underwent a first angiography between 2006 
and 2015. Of those, 972 patients with RA (24%) and 3,311 
patients without RA (32%) did so for other reasons than ACS or 
CAD (for example as work-up for valvar surgery or heart failure) 
and were excluded from further analyses.

Distribution of ischemic indications for coronary 
angiography. Of those who underwent coronary angiography 
due to ASC or stable CAD, 2,232 patients with RA (75%) and 
7,186 without RA (69%) had ACS as an indication (P < 0.0001, 
adjusted for difference). Among those with ACS, 794 patients 
with RA (36%) and 7,186 without RA (32%) were diagnosed with 
STEMI (P = 0.0009, adjusted for difference) (Figure 1).

Characteristics at the time of coronary angiography.  
Demographic data, RA disease characteristics, CV risk factors, 
and preexisting comorbidities for patients with RA and population 
comparators, stratified by indication for angiography, are shown 

Figure 1.  Identification of the study population. ACS = acute coronary syndrome; CAD = coronary artery disease; NSTACS = non–ST-
elevation acute coronary syndrome; RA = rheumatoid arthritis; SCAAR = Swedish Coronary Angiography and Angioplasty Register; SRQ = 
Swedish Rheumatology Quality Register; STEMI = ST-elevation myocardial infarction.
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in Table 1. Among patients with RA, 88% of patients with STEMI, 
85% of patients with NSTACS, and 80% of patients with stable 
CAD were RF positive. One-third of the patients with RA had a 
disease duration of <5 years, approximately 60% were treated 
with a disease-modifying antirheumatic drug (DMARD), and 10% 
received a biologic DMARD between 6 months to 30 days before 
the coronary angiography. A slightly higher proportion of patients 
with RA (versus comparators) were former smokers.

Among patients with STEMI, 57% of patients with RA were 
women as compared with 50% of the comparators, whereas 
for NSTACS and stable CAD, the sex distributions were similar. 
Based on registration in SCAAR, there were no major differ-
ences in the prevalence of diabetes mellitus between patients 
with RA and population comparators. Similarly, the use of 

insulin and oral antidiabetics, based on fulfilled prescriptions 
in the PDR, were similar. Among patients with STEMI, 47% of 
patients with RA versus 44% without RA were diagnosed with 
hypertension, and 38% of patients with RA versus 34% with-
out RA filled a prescription of angiotensin-converting enzyme 
inhibitors prior to the angiography. The use of diuretics prior to 
angiography was also somewhat higher among patients with 
RA (Table 1).

Presence and distribution of coronary stenoses 
on angiography. Overall, we did not note any difference in 
the occurrence and distribution of significant stenoses between 
patients with and without RA, neither for patients with STEMI 
nor for patients with NSTACS or CAD. All ORs for any and for 

Table 1.  Demographic information, cardiovascular risk factors, and rheumatoid arthritis (RA) treatment in subjects at the time 
of coronary angiography between 2006 and 2015, stratified by indication for angiography*

ACS–STEMI ACS–NSTACS Stable CAD

RA 
(n = 794)

Non-RA 
(n = 2,301)

RA 
(n = 1,438)

Non-RA 
(n = 4,885)

RA 
(n = 753)

Non-RA 
(n = 3,104)

Year of angiography
2006–2007 151 (19.0) 422 (18.3) 238 (16.6) 878 (18.0) 139 (18.5) 594 (19.1)
2008–2009 185 (23.3) 445 (19.3) 257 (17.9) 881 (18.0) 144 (19.1) 615 (19.8)
2010–2011 168 (21.2) 479 (20.8) 293 (20.4) 954 (19.5) 166 (22.1) 605 (19.5)
2012–2013 158 (19.9) 487 (21.2) 314 (21.8) 1,076 (22.0) 142 (18.9) 636 (20.5)
2014–2015 132 (16.6) 468 (20.3) 336 (23.4) 1,096 (22.4) 162 (21.5) 654 (21.1)

Women 451 (56.8) 1,158 (50.3) 785 (54.6) 2,577 (52.8) 446 (59.2) 1,829 (58.9)
Age overall, mean ± SD years 71.5 ± 9.9 72.3 ± 10.3 70.4 ± 9.0 71.6 ± 9.1 66.8 ± 9.3 68.2 ± 8.8
Age for women, mean ± SD years 73.1 ± 9.8 73.9 ± 10.4 70.9 ± 9.1 72.2 ± 9.2 66.4 ± 9.5 67.7 ± 8.9
Age for men, mean ± SD years 69.4 ± 9.6 70.6 ± 9.8 69.8 ± 8.8 70.9 ± 8.9 67.3 ± 8.8 69.0 ± 8.6
Disease duration <5 years 245 (30.9) NA 427 (29.7) NA 251 (33.3) NA
RF positivity 701 (88.3) NA 1,222 (85.0) NA 601 (79.8) NA
RA treatment†

Glucocorticoid 377 (47.5) NA 685 (47.6) NA 332 (44.1) NA
DMARD, any 476 (60.0) NA 848 (59.0) NA 453 (60.2) NA
Biologic drug 96 (12.1) NA 166 (11.5) NA 93 (12.4) NA
NSAID 326 (41.1) NA 547 (38.0) NA 278 (36.9) NA

Cardiovascular risk factors
Smoking status

Smoker 105 (13.2) 332 (14.4) 183 (12.7) 502 (10.3) 40 (5.3) 162 (5.2)
Former smoker 141 (17.7) 376 (16.3) 364 (25.3) 1,118 (22.9) 212 (28.2) 784 (25.3)
Never smoker 171 (21.5) 586 (25.5) 361 (25.1) 1,411 (28.9) 209 (27.8) 934 (30.1)
Missing 377 (47.5) 1,007 (43.8) 530 (36.9) 1,854 (37.9) 292 (38.8) 1,224 (39.4)

Preexisting comorbidities‡
Diabetes mellitus 89 (11.2) 314 (13.7) 248 (17.3) 948 (19.4) 135 (17.9) 555 (17.9)
Hypertension 372 (46.9) 1,017 (44.2) 805 (56.0) 2,801 (57.4) 469 (62.3) 2,011 (64.8)

Preexisting CV/risk factor drugs§
Insulin + oral antidiabetics 88 (11.1) 287 (12.5) 245 (17.0) 843 (17.3) 132 (17.5) 493 (15.9)
Anticoagulants 275 (34.7) 710 (30.9) 656 (45.6) 2,167 (44.4) 555 (73.7) 2,375 (76.5)
Nitroglycerine 70 (8.8) 206 (9.0) 282 (19.6) 1,016 (20.8) 458 (60.8) 1,961 (63.2)
Beta blockers 306 (38.5) 690 (30.0) 623 (43.3) 2,047 (41.9) 514 (68.3) 2,052 (66.1)
Diuretics 304 (38.3) 666 (28.9) 582 (40.5) 1,706 (34.9) 325 (43.2) 1,115 (35.9)
ACE inhibitors 303 (38.2) 786 (34.2) 653 (45.4) 2,131 (43.6) 361 (47.9) 1,501 (48.4)
Lipid-lowering agents 169 (21.3) 596 (25.9) 473 (32.9) 1,766 (36.2) 409 (54.3) 1,903 (61.3)

* Values are the number (%) unless indicated otherwise. ACE = angiotensin-converting enzyme; ACS = acute coronary syndrome;
CAD = coronary artery disease; CV = cardiovascular; DMARD = disease-modifying antirheumatic drug; NA = not applicable; 
NSAID = nonsteroidal antiinflammatory drug; NSTACS = non–ST-elevation acute coronary syndrome; RF = rheumatoid factor; 
STEMI = ST-elevation myocardial infarction. 
† Filled prescription in Prescribed Drug Register in a window from 6 months to 30 days prior to angiography. 
‡ Based on information in the Swedeheart registry. 
§ Filled prescription in Prescribed Drug Register ≥30 days prior to angiography. 
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vessel-specific stenosis were between 0.2 and 1.2 (Table 2). 
Adjusting for smoking, hypertension, and diabetes mellitus did not 
alter these results (see Supplementary Table 1, available on the 
Arthritis Care & Research website at http://onlin​elibr​ary.wiley.com/
doi/10.1002/acr.24214/​abstract). Table 3 describes results strati-
fied by RF status. Among patients with ACS, RF-positive RA was 
associated with a 20% higher odds of at least 1 significant ste-
nosis (OR 1.2 [95% confidence interval (95% CI) 1.0–1.5]), which 
remained significantly increased after adjusting for the type of ACS 
(STEMI versus NSATCS; OR 1.1 [95% CI 1.0–1.4]). In patients 
with RF-negative RA, however, we noted a lower odds of stenosis 

in any vessel compared to the comparators (OR 0.7 [95% CI 0.5–
1.0]), a finding that was not formally statistically significant yet 
was mirrored by ORs <1 in each category of vessel involvement. 
Among subjects with stable CAD, we noted no association with 
RA and no difference between RF-positive and RF-negative sub-
jects. Sensitivity analyses by RA duration, and analyses restricted 
to individuals with ≥2 or ≥3 concomitant CV risk factors, revealed 
little effect modification by these factors (Tables 4 and 5). Stratifi-
cations by sex did not reveal any heterogeneities (see Supplemen-
tary Table 2, available on the Arthritis Care & Research website 
at http://onlin​elibr​ary.wiley.com/doi/10.1002/acr.24214/​abstract).

Table 2.  Odds ratios (ORs) and 95% confidence intervals (95% CIs) from 2 models comparing findings on angiography in 
patients with rheumatoid arthritis (RA) and patients without RA who underwent coronary angiography 2006–2015, stratified by 
indication for angiography; no stenosis is used as the reference group in both models*

ACS–STEMI  
(RA/non-RA = 794/2,301)

ACS–NSTACS  
(RA/non-RA = 1,438/4,885)

Stable CAD  
(RA/non-RA = 753/3,104)

RA/non-RA OR (95% CI)† RA/non-RA OR (95% CI)† RA/non-RA OR (95% CI)†
Model 1

No significant stenosis 43/102 Ref. 235/799 Ref. 404/1,695 Ref.
Any vessel 726/2,132 0.8 (0.6–1.2) 1,171/3,967 1.1 (0.9–1.3) 326/1,433 0.9 (0.8–1.1)

Model 2
No significant stenosis 43/102 Ref. 235/799 Ref. 404/1,695 Ref.
1 vessel, not left main stem 374/1,025 0.9 (0.6–1.3) 481/1,656 1.0 (0.9–1.2) 127/584 0.9 (0.7–1.1)
2 vessels, not left main stem 192/618 0.8 (0.5–1.2) 300/1,011 1.1 (0.9–1.3) 86/349 1.0 (0.8–1.3)
3 vessels, not left main stem 122/368 0.9 (0.6–1.3) 266/870 1.1 (0.9–1.4) 87/311 1.2 (0.9–1.5)
Left main stem and 1 vessel 7/16 1.2 (0.5–3.2) 11/55 0.7 (0.4–1.4) 1/22 0.2 (0.1–1.4)
Left main stem and 2 vessels 9/34 0.7 (0.3–1.6) 38/109 1.3 (0.9–2.0) 6/44 0.6 (0.3–1.0)

* ACS = acute coronary syndrome; CAD = coronary artery disease; NSTACS = non–ST-elevation acute coronary syndrome;
Ref. = reference; STEMI = ST-elevation myocardial infarction. 
† Adjusted for age at angiography and sex. 

Table 3.  Odds ratios (ORs) and 95% confidence intervals (95% CIs) comparing findings on angiography in patients with 
rheumatoid arthritis (RA) and patients without RA who underwent coronary angiography 2006–2015 with indication of acute 
coronary syndrome or stable CAD, stratified by RF status; no stenosis is used as the reference group in all models*

ACS Stable CAD

RA Non-RA OR (95% CI)† OR (95% CI)‡ RA Non-RA OR (95% CI)†
RF positive

No significant stenosis 227 (12.1) 901 (12.8) Ref. Ref. 322 (55.3) 1,595 (53.0) Ref.
Any vessel 1,642 (87.7) 6,099 (86.9) 1.2 (1.0–1.4) 1.1 (0.9–1.3) 257 (44.2) 1,433 (47.3) 1.0 (0.8–1.2)
1 vessel, not main stem 743 (39.7) 2,681 (38.2) 1.2 (0.9–1.4) 1.1 (0.9–1.3) 96 (16.5) 584 (19.3) 0.9 (0.7–1.1)
2 vessels, not main stem 431 (23.0) 1,629 (23.2) 1.2 (0.9–1.4) 1.1 (0.9–1.3) 71 (12.2) 349 (11.5) 1.1 (0.8–1.5)
3 vessels, not main stem 333 (17.8) 1,238 (17.7) 1.2 (1.0–1.5) 1.1 (1.0–1.4) 68 (11.7) 311 (10.3) 1.2 (0.9–1.6)
Main stem and 1 vessel 16 (0.9) 71 (1.0) 1.0 (0.6–1.8) 1.0 (0.6–1.7) 1 (0.2) 22 (0.7) 0.3 (0.1–1.9)
Main stem and 2 vessels 40 (2.1) 143 (2.0) 1.3 (0.9–1.9) 1.2 (0.9–1.8) 5 (0.9) 44 (1.5) 0.6 (0.3–1.6)

RF negative
No significant stenosis 51 (16.7) 901 (12.8) Ref. Ref. 82 (54.3) 1,595 (53.0) Ref.
Any vessel 255 (83.3) 6,099 (86.9) 0.7 (0.5–1.0) 0.7 (0.5–1.0) 69 (45.7) 1,433 (47.3) 1.1 (0.7–1.5)
1 vessel, not main stem 112 (36.6) 2,681 (38.2) 0.7 (0.5–1.0) 0.7 (0.5–1.0) 31 (20.5) 584 (19.3) 1.0 (0.7–1.6)
2 vessels, not main stem 61 (19.9) 1,629 (23.2) 0.6 (0.4–0.9) 0.6 (0.4–1.0) 15 (9.9) 349 (11.5) 0.8 (0.5–1.5)
3 vessels, not main stem 55 (18.0) 1,238 (17.7) 0.8 (0.5–1.2) 0.8 (0.5–1.2) 19 (12.6) 311 (10.3) 1.1 (0.6–2.0)
Main stem and 1 vessel 2 (0.7) 71 (1.0) – – 0 22 (0.7) –
Main stem and 2 vessels 7 (2.3) 143 (2.0) 0.9 (0.4–1.9) 0.9 (0.4–1.9) 1 (0.7) 44 (1.5) 0.4 (0.1–3.3)

* Values are the number (%) unless indicated otherwise. ACS = acute coronary syndrome; CAD = coronary artery disease; Ref. = 
reference; RF = rheumatoid factor. 
† Adjusted for age by time of angiography and sex. 
‡ Adjusted for age by time of angiography, sex, and type of acute coronary events (ST-elevation myocardial infarction versus non–
ST-elevation acute coronary syndrome). 

http://onlinelibrary.wiley.com/doi/10.1002/acr.24214/abstract
http://onlinelibrary.wiley.com/doi/10.1002/acr.24214/abstract
http://onlinelibrary.wiley.com/doi/10.1002/acr.24214/abstract
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DISCUSSION

In this nation-wide and population-based study of 2,985 
patients with RA undergoing coronary angiography due to 
acute (ACS) or stable (CAD) coronary heart disease, we made 
4 important observations: 1) Among patients with RA, the pro-
portion with ACS was higher than in the patients without RA. 

2) Among patients with ACS, the proportion with STEMI was 
higher than in the patients without RA. These findings add to the 
notion (5) that the ACS phenotype in RA is different from that of 
the patients without RA. 3) As expected, whereas the distribu-
tion of cardiovascular risk factors and smoking differs between 
the different indications for angiography, within each indication 
there were relatively modest differences between patients with 

Table 4.  Odds ratios (ORs) and 95% confidence intervals (95% CIs) comparing findings on angiography in patients 
with rheumatoid arthritis (RA) and patients without RA who underwent coronary angiography 2006–2015 with 
indication of acute coronary syndrome or stable CAD, stratified by RA disease duration at the time of angiography 
(<5 vs. ≥5 years); no stenosis is used as the reference group in all models*

ACS Stable CAD

RA Non-RA OR (95% CI)† RA Non-RA OR (95% CI)
<5 years

No significant stenosis 81 (12.6) 901 (12.8) Ref. 133 (57.1) 1,595 (53.0) Ref.
Any vessel 562 (87.3) 6,099 (86.9) 1.0 (0.8–1.3) 100 (42.9) 1,433 (47.3) 0.8 (0.6–1.1)
1 vessel, not main stem 251 (39.0) 2,681 (38.2) 1.0 (0.8–1.4) 38 (16.3) 584 (19.3) 0.8 (0.6–1.2)
2 vessels, not main stem 146 (22.7) 1,629 (23.2) 1.0 (0.8–1.4) 22 (9.4) 349 (11.5) 0.8 (0.5–1.3)
3 vessels, not main stem 123 (19.1) 1,238 (17.7) 1.2 (0.9–1.6) 34 (14.6) 311 (10.3) 1.4 (1.0–2.1)
Main stem and 1 vessel 5 (0.8) 71 (1.0) 0.8 (0.3–2.1) 0 22 (0.7) –
Main stem and 2 vessels 14 (2.2) 143 (2.0) 1.2 (0.7–2.2) 0 44 (1.5) –

>5 years
No significant stenosis 197 (12.8) 901 (12.8) Ref. 271 (54.2) 1,595 (53.0) Ref.
Any vessel 1,335 (87.0) 6,099 (86.9) 1.1 (0.9–1.3) 226 (45.2) 1,433 (47.3) 1.0 (0.8–1.3)
1 vessel, not main stem 604 (39.4) 2,681 (38.2) 1.0 (0.9–1.2) 89 (17.8) 584 (19.3) 0.9 (0.7–1.2)
2 vessels, not main stem 346 (22.5) 1,629 (23.2) 1.0 (0.8–1.2) 64 (12.8) 349 (11.5) 1.2 (0.9–1.6)
3 vessels, not main stem 265 (17.3) 1,238 (17.7) 1.0 (0.8–1.2) 53 (10.6) 311 (10.3) 1.1 (0.8–1.5)
Main stem and 1 vessel 13 (0.9) 71 (1.0) 0.9 (0.5–1.6) 1 (0.2) 22 (0.7) 0.3 (0.1–2.2)
Main stem and 2 vessels 33 (2.2) 143 (2.0) 1.1 (0.8–1.5) 6 (1.2) 44 (1.5) 0.9 (0.4–2.1)

* Values are the number (%) unless indicated otherwise. ACS = acute coronary syndrome; CAD = coronary artery 
disease; Ref. = reference. 
† Adjusted for age by time of angiography and sex. 

Table 5.  Odds ratios (ORs) and 95% confidence intervals (95% CIs) comparing findings on angiography in 
patients with rheumatoid arthritis (RA) and patients without RA who underwent coronary angiography 2006–2015 
with indication of acute coronary syndrome or stable CAD, stratified by the number of preexisting cardiovascular 
risk factors; no stenosis is used as the reference group in all models*

ACS Stable CAD

RA Non-RA OR (95% CI)† RA Non-RA OR (95% CI)
≥2 CV risk factors, no.† 874 2,955 – 409 1,761 –

No significant stenosis 97 (11.1) 334 (11.3) Ref. 192 (46.9) 808 (45.9) Ref.
Any vessel 775 (88.7) 2,616 (88.5) 1.0 (0.8–1.3) 215 (52.6) 951 (54.0) 1.0 (0.8–1.2)
1 vessel, not main stem 310 (35.5) 1,016 (34.4) 1.0 (0.8–1.4) 75 (18.3) 342 (19.4) 0.9 (0.7–1.3)
2 vessels, not main stem 194 (22.2) 714 (24.2) 1.0 (0.7–1.3) 57 (13.9) 242 (13.7) 1.0 (0.7–1.4)
3 vessels, not main stem 190 (21.7) 610 (20.6) 1.1 (0.8–1.5) 64 (15.7) 236 (13.4) 1.2 (0.8–1.6)
Main stem and 1 vessel 11 (1.3) 34 (1.2) 1.1 (0.6–2.4) 1 (0.2) 14 (0.8) 0.3 (0.1–2.4)
Main stem and 2 vessels 27 (3.1) 72 (2.5) 1.4 (0.8–2.3) 5 (1.2) 31 (1.7) 0.7 (0.3–1.9)

≥3 CV risk factors, no.† 305 1,155 – 163 737 –
No significant stenosis 36 (11.8) 112 (9.8) Ref. 71 (43.6) 302 (41.0) Ref.
Any vessel 268 (87.9) 1,042 (90.2) 0.8 (0.6–1.2) 91 (55.8) 435 (59.0) 0.9 (0.6–1.2)
1 vessel, not main stem 101 (33.1) 368 (31.9) 0.9 (0.6–1.4) 28 (17.2) 150 (20.4) 0.8 (0.5–1.3)
2 vessels, not main stem 76 (24.9) 278 (24.1) 0.8 (0.5–1.2) 23 (14.1) 98 (13.3) 1.0 (0.6–1.7)
3 vessels, not main stem 61 (20.0) 270 (23.4) 0.9 (0.2–3.5) 35 (21.5) 123 (16.7) 1.2 (0.7–1.9)
Main stem and 1 vessel 3 (1.0) 11 (1.0) 1.1 (0.5–2.7) 1 (0.6) 4 (0.5) 1.0 (0.1–9.1)
Main stem and 2 vessels 10 (3.3) 30 (2.6) 0.8 (0.6–1.2) 2 (1.2) 17 (2.3) 0.5 (0.1–2.2)

* Values are the number (%) unless indicated otherwise. ACS = acute coronary syndrome; CAD = coronary artery 
disease; CV = cardiovascular; Ref. = reference. 
† Combination of at least 2 or 3 cardiovascular risk factors (hypertension, smoking, diabetes mellitus, and 
hyperlipidemia). Analyses were adjusted for age at angiography and sex. 
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and without RA. This finding suggests that much of the differ-
ences observed between RA populations at large versus the 
patients without RA (e.g., a higher prevalence of smoking) are 
evened out in populations with manifest CV events. 4) Within 
each indication for angiography, the distribution of significant 
stenosis was largely similar for individuals with versus without 
RA, with 1 exception: patients with seronegative RA and ACS 
(versus non-RA) had a lower prevalence of significant stenosis. 
Within each indication for angiography, we found that RA dura-
tion, sex, or the load of CV risk factors did not markedly modify 
the occurrence and distribution of stenoses in RA versus those 
in population comparators.

Whereas most previous studies of CV characteristics in RA 
have been performed in patients without ongoing acute events or 
stable ischemic heart disease (21), our study extends these findings 
to patients with acute ACS, or stable CAD, for which very little is 
known. Our results may, however, be compared to those of War-
rington et al, in which the angiographic pattern among 75 patients 
with RA complicated by angina pectoris between 1985 and 1998 
were compared to 128 controls with angina pectoris (18). The 
results indicated that patients with RA had more extensive coronary 
disease than controls. In an autopsy study by Aubry et al (22), indi-
viduals who had a history of cardiovascular disease were compared 
(25 patients with RA, 51 controls). In that study, patients with RA 
were less likely to have multiple vessel disease and had less severe 
coronary atherosclerosis, both in terms of extent (the number of 
vessels with stenosis) and degree (obstruction of cross-sectional 
area by percentage). As suggested by the authors, possibly patients 
with fatal cardiovascular disease have a less complicated coronary 
disease profile but die from sudden deaths due to rupture of more 
vulnerable plaques. Interestingly, in the same study, the authors 
reported increased inflammation in the coronary arterial walls and 
an increased frequency of vulnerable plaques (22) among patients 
with RA compared to patients without RA, supporting the hypothe-
sis that vulnerable plaques may be of greater importance in clinical 
outcomes than the actual amount of coronary atherosclerosis.

Patients with RA have previously been shown to have an 
increased frequency of vulnerable plaques (22). The underlying 
cause of plaque rupture is related to the accumulation of oxidized 
low-density lipoprotein–containing inflammatory cells and activa-
tion of inflammatory mechanisms, leading to thinning of the cap. 
Patients with RA also have increased levels of activated systemic 
inflammatory mediators, of which several were associated with 
the presence of plaques (23) or with carotid IMT (24). In our study, 
we noted no increased occurrence of significant coronary sten-
oses in seropositive RA complicated by CAD, offering some sup-
port to the hypothesis that patients with RA may be more prone to 
develop thrombi, plaque activation, and rupture. By contrast, we 
noted a tendency toward a decreased occurrence of significant 
stenoses in patients with seronegative RA and STEMI or NSTACS, 
suggesting the possible role of other factors behind some of these 
ACS.

Our study has a number of limitations. We were able to 
study the degree of clinically significant stenosis, as reported by 
the angiographist, but not the degree of stenoses of any mag-
nitude, nor the full influence of potential risk factors for athero-
sclerosis. Several traditional ACS risk factors are correlated with 
an increased IMT in patients with RA (25), and we noted gener-
ally modest differences in the presence of CV risk factors between 
those with and without RA, but we did not fully accommodate 
these factors in our statistical modeling. However, adjusting for 
smoking, hypertension, and diabetes mellitus did not alter the 
interpretation of our findings. By definition, our findings are based 
on, and generalizable to, patients who undergo angiography, not 
all patients with CAD or ACS.

Our study also has a number of strengths, including its size, 
the nation-wide and population-based setting, and the occurrence 
of prospectively recorded data that were registered independently 
of RA status. Patients were recruited from rheumatology clinics 
all over the country, including private clinics and smaller hospi-
tal clinics. This method of recruitment prevented us from prefer-
entially selecting patients with more severe RA; all investigators 
were unaware of the study hypothesis when the angiography was 
performed, which further strengthens the validity of our study. 
Because of the population-based sampling, our results should be 
generalizable to typical RA populations but might not be directly 
applicable to populations with different levels of RA disease con-
trol, or different use of antirheumatic therapies.

To conclude, our results extend our understanding of coro-
nary characteristics in patients with RA, from characteristics in the 
absence of acute coronary events to a comparison of characteris-
tics among individuals with acute events or stable CAD. Our results 
demonstrate a tendency toward relatively more STEMI and ACS 
in RA than in the patients without RA, but also indicate that some 
of the differences in CV risk factor distribution between RA and 
the patients without RA are attenuated in the context of manifest 
CV events, suggesting common pathways for coronary ischemic 
events in RA and in the patients without RA (or shared risk factors 
for different types of coronary ischemic events). Importantly, our 
study demonstrates little difference between RA and the general 
population in relation to the presence, number, or location of sig-
nificant stenoses at a time point when there is a clinical indication 
for angiography, but our study does indicate a potential difference 
in the presence of significant stenoses by RF status (less often 
than expected in RF-negative RA), suggesting different pathways 
toward ACS in different types of RA inflammation.
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B R I E F  R E P O R T

Association of Rural Setting With Poorer Disease Outcomes 
for Patients With Rheumatic Diseases: Results From a 
Systematic Review of the Literature
Rosemary J. Hollick  and Gary J. Macfarlane

Objective. To assess whether clinical and patient-reported outcomes are poorer for individuals with inflammatory 
and noninflammatory rheumatic diseases living in rural locations.

Methods. We searched 6 databases for articles that reported on primary peer-reviewed research, published in 
English between 1990 and 2019, that focused on selected rheumatic diseases (rheumatoid arthritis [RA], psoriatic 
arthritis, axial spondyloarthritis, or osteoarthritis [OA]) and quantified either patient-reported or clinically measured 
outcomes by a measure of rurality or remoteness. Selected articles were synthesized narratively.

Results. Eight eligible publications, including 753 rural and 929 urban patients, evaluated outcomes in RA (5 studies) 
and OA (3 studies). Studies were small, single center, and rarely provided a definition of rurality. Aspects relating to rurality, 
such as access to services, were not measured. In RA, some studies suggested greater functional disability and disease 
activity in rural dwellers. In OA, there was some evidence to suggest that rural dwellers presented with more advanced 
degenerative hip changes, and that illness perceptions and coping differed between rural and urban dwellers. No studies 
examined work outcomes. Potentially important confounding factors such as socioeconomic status were rarely considered.

Conclusion. There remains considerable uncertainty whether outcomes differ for patients with rheumatic disease in 
rural settings. There is a need for larger scale studies characterizing participants in relation to place of residence in order 
to determine whether rurality is an independent predictor of outcome or a surrogate marker for socioeconomic factors.

INTRODUCTION

Equitable and timely access to specialist, multidisciplinary 
care, and support for those with rheumatic disease is essential 
to prevent poor outcomes such as joint deformities, functional 
limitations, and disability (1). Most specialist services are located 
in urban areas, yet the aging, multimorbid population is increas-
ing faster in rural areas (2). Geographic location has a significant 
impact on health inequalities, with social exclusion and isolation, 
access to and awareness of health services, poor housing, low 
income, travel distance, and availability and accessibility of trans-
port impacting disproportionately on rural communities (2).

Delivering and sustaining quality health care services to rural 
areas to manage the needs of patients with chronic, complex con-
ditions is challenging (e.g., recruiting and retaining an appropriately 
skilled workforce, and difficulties realizing economies of scale while 

adequately serving sparsely populated areas) (2). Many studies have 
highlighted inadequate access to specialist health care services for 
those with rheumatic and musculoskeletal disease (RMD) living in 
rural and remote locations (3). However, whether patients with RMD 
living in rural settings have poorer outcomes remains unknown, and 
there has been, as far as we are aware, no review of the evidence. 
This systematic review aims to assess whether clinical and patient-
reported outcomes are poorer for individuals with inflammatory and 
noninflammatory rheumatic diseases living in rural locations.

MATERIALS AND METHODS

Literature search. Medline, Embase, the Cumulative Index 
to Nursing and Allied Health Literature (CINAHL), PsycInfo, Web 
of Science, and Cochrane Library were searched using Medical 
Subject Headings (MeSH) and keywords spanning the following 
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fields: selected rheumatic diseases (rheumatoid arthritis [RA], pso-
riatic arthritis [PsA], axial spondyloarthritis [SpA]/ankylosing spon-
dylitis, and osteoarthritis [OA]), rural or urban area of residence, 
and disease outcomes. The latter included clinical status/disease 
activity, patient or physician global assessment (including quality 
of life), and measures of function. The search strategy was initially 
developed for Medline and adapted for each database.

Study eligibility. Publications were eligible for inclusion if 
they met the following criteria: 1) reported primary research and 
appeared in a peer-reviewed journal; 2) focused on adult patients 
with RA, PsA, axial SpA/ankylosing spondylitis, and/or OA, or 
these patient groups could be separately identified; 3) compared 
and quantified at least 1 measure of disease outcome (clinical 
or patient reported) in patients resident in rural and urban areas; 
and 4) were published in English between January 1990 and July 
2019. We chose 1990 as the earliest date because studies con-
ducted prior to this would have involved considerably different 
approaches to the clinical management of eligible patients.

Study selection. After duplicate removal, 1 reviewer 
screened all records by title, abstract, and subsequently full text 
to determine inclusion. Uncertainties were resolved by consensus. 
Bibliographies of all included publications were manually searched 
to obtain additional relevant publications. Relevant data were 
extracted by 1 reviewer and checked by a second reviewer (RJH 
and GJM). Due to the heterogeneity of study design, the diseases 
investigated, and the outcomes measured, a meta-analysis was 
not conducted. Data were extracted and summarized narratively.

RESULTS

A total of 8 publications were identified as including an eligi-
ble study. No additional publications were included after screening 
the reference lists of eligible publications (Figure 1). Eligible stud-
ies included a total of 753 and 929 patients in rural and urban 
locations, respectively, from 8 countries (2 from Europe, 3 Asia, 2 
Africa, and 1 from the Americas). Of the eligible studies, 5 inves-
tigated RA, and 3 studies investigated OA (1 hip OA, 2 knee OA); 

no studies were identified on PsA or axial SpA. With the exception 
of 1 study, which was longitudinal in design, all others were cross-
sectional. Most studies examined patients attending specialist 
rheumatology or orthopedic services.

In describing studies, focus has principally been on recog-
nized measures of clinical status (e.g., disease activity or degree 
of degeneration), patient/clinician global assessment of disease 
(including quality of life), measures of function, and work pro-
ductivity. Specifically, we also note the definition used (if any) of 
rural areas, and whether comparisons between populations are 
adjusted for factors that could potentially confound the relation-
ship, namely demographic and socioeconomic factors.

RA. Puchner et al (4) enrolled rheumatologists, primarily, 
whose practice involved rural patients across 3 provinces of 
Austria. The authors provided a questionnaire that was distrib-
uted to consecutive patients with RA and then completed at 
home. Rurality was measured by 3 parameters: 1) size of the 
settlement in which patients lived; 2) time to travel to the provin-
cial capital; and 3) time to travel to the patients’ rheumatologists. 
Of 124 participants, 103 described that they lived in a settle-
ment of <50,000 persons. There were no differences in patient-
reported health status according to any of the above measures 
of rurality.

Lekpa et al (5) recruited patients with RA (according to Amer-
ican College of Rheumatology [ACR] 1987 criteria [6]) from the 
rheumatology outpatient department in Dakar, Senegal. The 
primary purpose of the report was to compare urban and rural 
patients. Urban patients were defined as those resident in the 
capital city or in an administrative center (“chef-lieu”) of the region, 
while all other patients were classified as living in rural settings. 
The study included 180 patients, of which 143 (79%) lived in 
urban areas. Comparing the 2 groups, the authors reported no 
differences in the presence or type of hand deformities. In those 
from rural areas, the median level of swollen joints (6 versus 4) and 
the Disease Activity Score in 28 joints (7.2 versus 6.4) was higher, 
although neither difference was statistically significant. A greater 
proportion of rural patients had extraarticular manifestations 
(70.3% versus 49%). There was no difference in the presence of 
rheumatoid factor or anti–citrullinated protein antibody between 
the 2 groups. There was no account of confounding factors made 
in comparing the groups, but it was noted that there were marked 
differences in sex, with men more likely to be from rural areas than 
women (41% versus 18%).

Zhao et al (7) recruited 607 patients who met the 1987 ACR 
criteria for RA (6) from a rheumatology outpatient department in 
Chengdu, China. Residence was categorized as urban (n = 222), 
suburban (n = 116), or rural (n = 269), although no details were 
provided about how this classification was made. Clinical and 
self-reported information was collected and related to the Health 
Assessment Questionnaire disability index (HAQ DI). Functional 
disability significantly increased across people living in urban, 

SIGNIFICANCE & INNOVATIONS
•	 Few studies and studies of poor quality have exam-

ined treatment outcomes in patients with rheumat-
ic disease living in rural settings.

•	 Rurality (and related factors) are poorly defined in 
studies that have been conducted.

•	 The role of potentially important confounding fac-
tors, e.g., social and economic factors, has not been 
considered.

•	 Mixed-methods approaches are necessary to un-
derstand the complex interplay between rurality 
and health outcomes.
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suburban, and rural settings. However, this study additionally per-
formed a multivariable analysis in which living in a rural setting was 
an independent predictor of increased functional disability (equiva-
lent to a 1.23-point increase in HAQ DI score). Other independent 
predictors were lack of available social support, older age, pain, 
number of times hospitalized, and disease duration (note that this 
interpretation is from the tables, as the text in this study gives 
contradictory interpretation of the data). Across the study pop-
ulation, 70% were educated below junior high school, and 40% 
had a household income monthly per capita <$160. However, 
education level and household income was not adjusted for in 
the analysis.

Alarcón et al (8) recruited 189 patients from the rheumatology 
clinic of a referral center in 1 region of Chile. This center also acted 
as a referral center for other regions. Rural residence was defined 
as “living in the scattered agricultural communities,” and 61 par-
ticipants were classified as such. Disability was measured using 
the Spanish version of the HAQ and dichotomized into moder-
ate/severe versus slight due to sparse data. Rural residence was 
associated with moderate/severe disability (crude odds ratio [OR] 
3.3 [95% confidence interval (95% CI) 1.2–11.6]), but with con-
siderable uncertainty around the level of association. On multivar-
iable analysis, the strength of association was reduced and was 
not significant (adjusted OR 2.1 [95% CI 0.6–7.1]) after adjusting 

for socioeconomic status, ethnicity, sex, and age. This study was 
probably too small to be able to conduct a robust multivariable 
analysis.

In a study that involved comparing Black Zimbabwean 
patients and White UK patients with RA (according to the Amer-
ican Rheumatism Association 1958 criteria [9]), Chikanza et al 
(10) presented data comparing urban (n = 41) and rural (n = 43) 
Zimbabwean participants attending a tertiary rheumatology clinic. 
No definition of how rural status was defined was included in the 
report. Across a variety of clinical, serologic, and radiologic meas-
ures of RA, the data show no differences of large magnitude, and 
the text reports no significant differences.

OA. Roopsawang and Aree-Ue (11) undertook an interview 
survey in 3 communities in Bangkok, Thailand and 3 communities 
in its vicinity. Participants were recruited through health centers 
and community leaders and were considered to have knee OA 
based on symptoms and signs using ACR criteria (12). There were 
116 and 112 participants classified as rural and urban, respec-
tively, but there were no details given on the classification. There 
were no confounding factors considered in comparisons, but it 
was noted that those in rural areas were considerably more likely 
to be of normal weight (35% versus 19%) and less likely to have 
comorbidities (35% versus 47%). Only 5.2% of rural dwellers 

Figure 1.  Flow chart identifying eligible studies. * = exclusion of full-text articles due to the following reasons: full text not English (n = 1); 
conference abstract only (n = 9); no primary peer-reviewed study (n = 10); not investigating disease of interest/did not differentiate between 
different types of arthritis (n = 29); no comparison of rural and urban patients (n = 44); not investigating disease outcomes (n = 34). CINAHL = 
Cumulative Index to Nursing and Allied Health Literature.
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were educated to high school level compared to 34.8% of urban 
dwellers. This study only reported on illness representation and 
coping behavior. Rural dwellers were less likely to perceive their 
symptoms as curable, more likely to use spiritual coping methods, 
and less likely to use cognitive-focused coping behaviors, e.g., 
information seeking and self-care. Those in rural areas reported a 
lower level of emotional impact of symptoms.

Rapała et al (13) reported on 200 patients who were about 
to undergo total hip arthroplasty for OA. A total of 79 and 121 
patients were classified as rural and urban, respectively, but there 
was no indication of how the classification was made. In terms of 
clinical status, using a scale proposed by Garlicki and Kreczka, 
patients from rural settings were much more likely to have the most 
advanced level of hip degenerative changes on a 3-point scale: 
“…almost 70% of…rural patients…compared to only 44.5% of 
urban patients.” No account was taken of potential confounding 
factors, but data presented demonstrated no large differences 
in mean age, proportion of males, and mean body mass index 
between those classified as urban and rural.

Çankaya et al (14) followed 70 patients prospectively with 
unilateral primary knee OA who were undergoing arthroplasty. Of 
these, 45 were classified as rural, but no information was given 
on the classification. Outcome was measured 6 months postsur-
gery by functional status using the Knee Injury and Osteoarthritis 
Outcome Score Physical Function Short Form. Quality of life was 
assessed using the Short Form 36. There was no important or 
statistically significant difference in change in function or quality 
of life comparing those resident in rural and urban settings. No 
effect of potential confounding was considered (all analyses con-
sidered only individual variables), but the study did demonstrate 
that benefit (in terms of quality of life) increased with higher levels 
of education and absence of other comorbidities.

DISCUSSION

We have identified only a small number of studies examining 
clinical or patient-reported measures of outcome in RA and OA, 
and none in PsA and axial SpA. All studies are relatively small, rarely 
provide a definition of rural status (and specifically do not measure 
aspects related to rurality, such as access to services), and do not 
consider factors that could confound any differences observed 
between urban and rural patients. No eligible studies examined 
work outcomes between urban and rural patients.

The aim of this systematic review was to determine whether 
clinical and patient-reported outcomes were poorer for individu-
als with inflammatory and noninflammatory rheumatic diseases 
living in rural locations. We excluded papers that did not differ-
entiate between specific rheumatic diseases. Inflammatory and 
noninflammatory rheumatic diseases have different underlying 
pathophysiology, service delivery, and resource requirements. To 
help inform the type of approaches required to reduce any ine-
qualities, comparisons therefore need to be precise. Any observed 

differences in outcomes are only meaningful if differences between 
and across conditions can be determined (for example, are differ-
ences in outcome driven by specific conditions or common across 
all conditions?). However, we did identify 2 large studies from the 
US (15) and Australia (16) that, although they did not differentiate 
between types of arthritis, were otherwise relevant. Kovac et al 
(15) examined health-related quality of life among 1,191 individuals 
with self-reported arthritis (mainly RA and OA). After adjusting for 
socioeconomic status, rural residency was an independent predic-
tor of poorer physical and mental health. Dowsey et al (16) found 
that rural patients in Australia presented at a younger age for hip 
and knee replacement, and with less severe radiographic disease. 
The authors postulate that this may reflect rural dwellers working 
in physical jobs and seeking referral earlier due to concerns about 
disease progression, as well as a lack of multidisciplinary support 
for self-management in rural communities. In contrast, Rapała et al 
(13) found that rural patients in Poland presented with more severe 
degenerative joint disease. This suggests potential differences in 
illness perceptions, health-seeking behavior, and coping mecha-
nisms between urban and rural dwellers with arthritis across differ-
ent health care contexts and cultures.

Our systematic literature review has several limitations. 
Data were scarce, and most studies only sampled rural patients 
attending urban-based specialist centers (this is likely to under-
estimate any geographic differences). The term “rurality” can 
encompass many relevant issues in terms of health and health 
care, including population density and population size (which 
are related to rurality) and availability of and travel time to health 
care services (more related to remoteness). Only 1 included study 
attempted to measure >1 of these aspects; most relied on a single 
geographic descriptor or did not provide any definition of rural-
ity. Studies were conducted across diverse health care contexts, 
with significant variation in access and provision of specialist RMD 
services and payment systems. However, these important con-
textual factors and their potential influence on access to services 
for those living in rural areas were not measured, making it diffi-
cult to draw comparisons and explore reasons for any disparities 
between urban and rural dwellers. Most studies were cross-
sectional, which precluded examination of changes over time or 
response to therapy.

Low socioeconomic status has been associated with worse 
clinical outcomes, decreased functional ability, and reduced qual-
ity of life in RA (17). While rural areas in developed countries are 
often considered to be less deprived, hidden rural deprivation is 
increasingly recognized, representing a complex interplay between 
factors associated with income, social circumstances, access to 
services, and patient choice that is not captured by existing area-
based measurements of deprivation (18). While several studies 
in this review reported lower education and income levels in rural 
settings, most eligible studies did not adjust for socioeconomic 
status. Those that did (8) were underpowered to examine multi-
variable relationships. It is therefore difficult to determine, based on 
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existing evidence, whether rurality is an independent predictor of 
poor outcome in RMD or a surrogate marker for socioeconomic 
status. We did not undertake a formal quality assessment, as we 
had already identified that almost all studies failed in terms of 2 
key issues: the definition of rural settings, and taking account of 
confounding factors when examining the relationship between res-
idence and outcome.

In conclusion, we have identified key priorities for future 
research. Studies using population-level data are necessary 
to capture the burden of disease and health outcomes in RMD 
between rural and urban areas. Differentiating between conditions 
is an important point to be considered when designing future 
research to examine rural–urban differences in outcomes in rheu-
matic disease. There is also a need to define rurality consistently 
to allow comparison across studies and to have valid and meas-
urable indicators of rural deprivation to explore the independent 
effect of rurality on health outcomes. Mixed-methods approaches 
provide additional opportunities to explore the complex interplay 
between rurality and health outcomes in RMD.
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“The Financial Impact Is Depressing and Anxiety Inducing”: 
A Qualitative Exploration of the Personal Financial Toll of 
Arthritis
Danielle Berkovic,1  Darshini Ayton,1 Andrew M. Briggs,2  and Ilana N. Ackerman1

Objective. The financial experience faced by working-age people with arthritis includes living below the poverty line 
for many. Financial distress among people with arthritis is known to contribute to poorer health outcomes, including high 
psychological distress and more severe pain. Despite the demonstrated societal cost of arthritis care and management, 
the personal costs borne by the individual are not well understood. The aim of this study was to explore the perceived 
financial impacts of living with arthritis among younger adults (defined as those ages 18–50 years).

Methods. A qualitative descriptive study design was used. Participants with inflammatory arthritis or osteoarthritis 
were recruited from the community, including urban and rural settings. An interview schedule was developed, 
informed by existing literature, which was piloted prior to data collection. Deductive and inductive coding techniques 
were used to identify financial-related themes arising from the data.

Results. Semistructured interviews were conducted with 21 adults (90% female) with a mix of arthritis conditions, 
including rheumatoid arthritis, psoriatic arthritis, and osteoarthritis. Four themes were identified: direct arthritis-
attributable medical costs, indirect arthritis-attributable costs, insurance and pension costs, and broader financial 
impacts on the family. Nonsubsidized costs were frequently referenced by participants as burdensome and existed 
even within the publicly funded Australian health care system.

Conclusion. Adults with arthritis experience significant arthritis-attributable financial burden and related distress. 
Financial concerns should be actively identified and considered within shared clinical decision-making to provide 
more patient-centered care for these individuals.

INTRODUCTION

Arthritis is increasingly recognized as a disease that affects 
people of working age (1). In Australia, the most recent National 
Health Survey data indicate that 24% of people with arthritis are 
ages 25–54 years, the peak income-earning years for most (2). 
Given the breadth of biopsychosocial impacts associated with 
arthritis, including pain and reduced physical function and higher 
levels of anxiety and depression, individuals with arthritis are likely 
to experience career disruption, reduced work productivity, and 
financial burden sequelae (3–6).

The economic impacts of arthritis in working-age popula-
tions are profound because many patients transition into early 

retirement due to the condition (7–9). At a population level, the 
sequence of arthritis-attributable early retirement and welfare-
related costs in working-age persons cost Australia $7.2 billion 
(Australian) in 2015. By 2030, this cost is projected to increase 
to $9.4 billion (10). At a personal level, the median weekly income 
for an individual with arthritis is $333.13 (Australian) (11). In con-
trast, the poverty line for a single adult living alone is $433.00 (12). 
Financial distress is known to contribute to poorer health among 
people with lifelong illness and pain, including high psychological 
distress and severe physical pain (13–15).

A limited body of research provides preliminary insights 
into the personal financial burden borne by working-age people 
with arthritis. Evidence suggests that individuals with rheumatoid 
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arthritis (RA) who are age <65 years spend significantly more on 
self-management measures and prescription medication than 
people with RA age >65 years to improve their functional capacity 
and assist with activities of daily living (16). In Australia, women 
retiring early due to arthritis have an average of 83% less savings to 
fund their retirement compared to women who work to retirement 
age (17). The financial burden on individuals with arthritis and mus-
culoskeletal conditions has been estimated to be higher than the 
burden experienced by individuals with other lifelong conditions 
(18). Individuals living with arthritis report a high number of general 
practitioner (GP) appointments for prescription medications, higher 
psychology-related health care costs (the prevalence of major 
depression is 1.6 times higher in people with arthritis than in their 
healthy peers), and additional pain management costs (19,20).

Direct health care costs can include GP and specialist visits 
(for example, rheumatologists) as well as consultations with allied 
health professionals (for example, physical therapists) (21). Phar-
maceuticals, diagnostic tests, dietary supplements and/or natural 
therapies, and supervised exercise programs further add to the 
cost burden (21). In addition to direct costs, indirect costs include 
a reduced number of hours worked, forced early retirement, 
home modifications, travel to and from health care appointments, 
and contributions from family members (for example, unpaid care-
taker responsibilities) (22).

The personal financial burden borne by working-age peo-
ple with arthritis is yet to be explored in depth. The current study 
sought to examine the perceived financial impacts of living with 
arthritis among younger adults (defined as those ages 18–50 
years).

PATIENTS AND METHODS

Design. A qualitative descriptive study was undertaken in 
2019 to explore the perceived work and financial impacts of arthri-
tis on adults. A separate article has previously reported findings 
around work participation restrictions and workplace impacts (6). 

This article focuses on the financial impacts. Human research 
ethics approval was granted from the Monash University Human 
Research Ethics Committee (Project ID 12657) in May 2018. 
Reporting of the study was undertaken according to the Consoli-
dated criteria for Reporting Qualitative research (COREQ-32) (23).

Overview of Australian health care system. Australia 
adopted a taxpayer-funded universal health care scheme (known 
as Medicare) in 1984 (24), comprising the Medicare Benefits 
Schedule and the Pharmaceutical Benefits Scheme. The Medi-
care Benefits Schedule is a list of health services subsidized by the 
Australian government. There are over 57,000 items that provide 
benefits for a range of services, including specialist consultations, 
diagnostic tests, and procedures (25). The Pharmaceutical Ben-
efits Scheme subsidizes the costs of over 5,000 medications. Via 
the scheme, the Australian government contributes the majority 
of the medication cost, and the consumer pays the remaining fee, 
which is termed the out-of-pocket cost (24).

Australia also has a parallel private health system, sup-
ported by private health insurance policies, that individuals can 
choose to purchase alongside access to Medicare (24). Private 
hospital insurance covers the cost for some (or all, depending on 
the health care practitioner) treatment in a private hospital. Pri-
vate ancillary insurance covers other health services not always 
included as part of Medicare, including dental treatment and other 
allied health services and programs (24). The most recent data 
indicate that 45.1% of the Australian population was covered by 
private health insurance in 2018 (26).

Participants. Men and women ages 18–50 years who 
reported a diagnosis of inflammatory arthritis (IA) or osteoarthri-
tis (OA) by a registered medical practitioner (GP or rheumatolo-
gist) and who were living in Australia were eligible to participate. 
The study was advertised through arthritis consumer organiza-
tions, university staff newsletters, and social media. Individuals 
with a range of arthritis disease types, sexes, employment sta-
tus, geographic locations (urban, rural), and socioeconomic sta-
tus were recruited via a purposive sampling frame. Those who 
expressed an interest in participating were provided with further 
information by the lead researcher (DB) and asked to complete 
a brief screening questionnaire to confirm their eligibility. Women 
who were pregnant were excluded from the study because 
they might have additional concerns related to pregnancy (27,28). 
Those who had an unconfirmed arthritis diagnosis who were un
able to communicate in English, or who were unable or unwilling 
to provide consent, were also ineligible to participate.

Data collection. An interview schedule informed by exist-
ing literature and a validated framework was developed by DB 
and DA (1,29). DB has lived experience with an inflammatory 
arthritis condition and in this context was able to assess the rel-
evance of the interview schedule (30). Because this is one of 

SIGNIFICANCE & INNOVATIONS
•	 Adults with arthritis experience financial hardship 

associated with their disease, and many live below 
the poverty line despite access to a publicly funded 
health care system.

•	 Financial impacts identified by participants in-
cluded the costs of clinical care and medication, 
reduced employment wages, and burden on the 
family financial situation.

•	 These financial implications were associated with 
considerable distress and anxiety, highlighting the 
wide-ranging impacts of arthritis on adults.

•	 Discussion of arthritis-related financial concerns 
should form part of shared clinical decision-making 
to facilitate patient centered-care.
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the first instances of arthritis-attributable costs for the individual 
being explored using a qualitative approach, interview ques-
tions were intentionally broad. The interview guide incorporated 
both open-ended questions and probing questions in relation 
to financial factors (Table 1). Data collection was also iterative, 
and probing questions were used based on the participants’ 
responses. Responses related to new financial themes captured 
in early interviews were incorporated as additional questions in 
later interviews. All individual, semistructured interviews were 
conducted via telephone by the same researcher (DB), who 
has experience in qualitative data collection. All interviews were 
audio-recorded to enable verbatim transcription. Researcher 
reflections were captured in writing during the data collection 
process and were used to optimize the conduct of subsequent 
interviews but are not reported here.

Data analysis. A thematic analysis approach was adopted. 
Thematic analysis is a method used in qualitative research to 
determine, analyze, and compile themes from participant-oriented 
data (31). Thematic analysis is useful for contextualizing similarities 
and differences across a range of participant perspectives and 
to highlight unanticipated insights and novel data (31). Because 
this research was exploratory and included a sample with varying 
arthritis-related experiences, a thematic approach to data analy-
sis was suitable (32). Data analysis commenced alongside data 
collection to enable themes identified in earlier interviews (inter-
views 1–5) to be explored in subsequent interviews. Participant 
recruitment and data collection ceased when data saturation was 
evident (33).

NVivo software, version 12, was used to support data man-
agement and analysis via a process of inductive and deductive 
coding methods using open, axial, and thematic coding (34). 
Open codes were generated by looking for initial concepts from 
participants about their arthritis-attributable financial experiences. 

Axial coding was conducted to connect common themes iden-
tified by participants. For example, each participants’ individual 
financial concerns were analyzed collectively to identify similar 
patterns. Using deductive coding, themes that correspond to the 
3 interview guide topics were identified. Coding and data analysis 
were conducted by DB. To ensure construct validity, the emergent 
framework of codes was continuously presented back to a multi-
disciplinary research team comprised of qualitative researchers 
and physical therapists specializing in arthritis care (35). Where 
participant quotes are cited, these are provided verbatim. All mon-
etary amounts are expressed in Australian dollars ($1 Austra
lian = 0.67 US)

RESULTS

Thirty-nine people expressed interest in participating. Five 
people could not be contacted, and within our purposive sampling 
approach, 6 others were not recruited, to prevent over-sampling 
of specific arthritis conditions. Of the remaining 28 people (71.8%) 
who were screened for eligibility, 25 participants (64.1%) were eli-
gible. Of the 25 eligible participants, 21 (53.8%) were included 
in the final sample (the remaining 4 participants declined to par-
ticipate due to other commitments or illness). The 21 interviews 
ranged from 30 to 95 minutes. Data saturation was reached in the 
final 4 interviews when it became apparent that no new themes 
were emerging.

Participant characteristics are shown in Table 2. The majority 
of participants were female (90.0%) and age >30 years (62.0%). 
More than one-third had been diagnosed with RA (38.0%), with 
psoriatic arthritis being the next most common diagnosis (19.0%). 
Almost one-third of participants lived with their partner and chil-
dren (29.0%). Nearly half the participants had an undergraduate 
university degree (43.0%). Nearly three-fourths of participants had 
private health insurance (71.5%). Only one-third of participants 

Table 1.  Interview guide as mapped to arthritis-attributable financial factors

Topic Open questions Probing questions
Current financial factors 

(direct costs)
What do you currently spend 

your money on to help manage 
your arthritis?

What experiences have you had paying for medical and specialist 
appointments?

What experiences have you had paying for medications and other types of 
tablets?

Do you pay for different types of insurance (health, life, travel) because of 
your arthritis?

What level of financial distress do these out-of-pocket costs cause?
Current financial factors 

(indirect costs)
Do you have costs that are not 

directly attributable to 
arthritis, but that you find 
affect you financially?

Are you still able to work, and if so, have you had to take time off work for 
medical appointments or sick days?

Do you have the level of productivity that you would like to at work? Has this 
changed since your arthritis diagnosis?

Has missing work, or having reduced productivity at work, led to any 
financial concerns?

Future financial factors 
(direct and indirect 
costs)

Do you have financial concerns 
looking into the future?

What concerns do you have moving forward about continuing to produce 
an income?

What concerns do you have about the progression of your arthritis, and the 
out-of-pocket costs associated with that?

Are you worried about the financial burden that your arthritis may place on 
the people around you?
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were in full-time paid employment (33.5%), one-third were in part-
time or casual paid employment (33.5%), and 15% reported that 
they were unable to work because of their arthritis.

Four major themes were evident from the interviews (Table 3): 
1) the financial burden of direct arthritis-attributable health care
costs, 2) the unexpected financial burden of indirect costs of living 
with arthritis, 3) benefits versus the financial burden of paying for 
insurance, and 4) the broader financial impacts on the family.

Theme 1: the financial burden of direct arthritis-
attributable medical costs. Participants reported that the 
out-of-pocket or nonsubsidized costs associated with arthritis-
attributable medical expenses were “bloody depressing” and 
“anxiety inducing.” In contrast to an acute or short-term illness, par-
ticipants emphasized the sustained financial burden due to the life-
long nature of arthritis: “it’s the rest of your life you’re paying for this 
stuff.” The greatest expenditure incurred was for specialist rheuma-
tologist consultations, although the reported figures varied between 
participants. For some participants, rheumatologist appointments 
incurred no out-of-pocket costs because they accessed specialist 

consultants through the public hospital system. One participant 
stated that they had an initial consultation with a rheumatologist 
whose fees were $500 (Australian), whereas the majority of partici-
pants reported paying approximately $200 (Australian) per appoint-
ment. Regardless of the charge, many participants perceived 
specialist consultation to be costly: “seeing your rheumatologist all 
the time is expensive.” For those with psoriatic arthritis, seeing a 
dermatologist to manage the psoriasis component of the condition 
was considered an additional financial burden.

In addition to rheumatologists’ fees, participants highlighted 
the significant expense associated with medications and allied 
health services. Many expressed gratitude for publicly funded 
Medicare health care, as illustrated by a quote from 1 participant: 
“if Medicare didn’t cover my etanercept it would be a thousand 
dollars a fortnight, stupid money.” Although participants acknowl-
edged that medications were made more affordable under the 
Pharmaceutical Benefits Scheme, they noted the substantial 
expense associated with multiple concurrent medications: “when 
you’re on 2 or 3, that’s a monthly cost that adds up.” Participants 
described using allied health to help manage arthritis-attributable 
symptoms, but “when the physio costs $65.00 and I’m looking 
at probably the next 10 years of things like physio and acupunc-
ture,” the nonsubsidized costs become burdensome. One par-
ticipant described paying for preventative health services, as “I 
need to proactively improve my health and arthritis from a nondrug 
related perspective…particularly being anxious in the workplace 
about my limitations about being able to pick up things.”

Theme 2: the unexpected financial burden of indi-
rect arthritis-attributable costs. Participants stated that 
arthritis-related physical symptoms caused career disruptions 
and hindered their ability to work full-time. Many specified that 
they “weren’t able to work for many years after diagnosis,” and 
that even years after diagnosis “it still works better for me to work 
part-time.” As a result, a common sentiment was that “it would 
be nice to have some extra money.” For some participants, hav-
ing less money was compounded by unanticipated costs associ-
ated with the invisible nature of arthritis. For example, participants 
explained that driving to work and social events was easier than 
taking public transport, as “standing on the train my legs actually 
get quite sore.” Fellow commuters tend to “look for visual symp-
toms like crutches or walking sticks” and as a result, “no one’s 
going to give up their seat because obviously they assume noth-
ing’s wrong.” Participants therefore “often just end up driving to 
events,” which creates additional costs where you “have to pay 
for parking” and need “extra money for fuel because it’s easier to 
drive places than to walk or take the train.”

In addition to transport costs, participants described financial 
constraints to the extent that they were unable to afford nonmed-
ical assistance with arthritis-related physical limitations. For exam-
ple, some participants’ symptoms inhibited them from completing 
activities of daily living, yet they were unable to afford professional 

Table 2.  Participant characteristics (n = 21)

Characteristic No. (%)
Female 19 (90.0)
Age, years

18–30 8 (38.0)
31–40 6 (28.5)
41–50 7 (33.5)

Highest education
High school 2 (9.5)
Certificate/diploma 5 (24.0)
Undergraduate university degree 9 (42.5)
Postgraduate university degree 5 (24.0)

Current living status
With partner/spouse and children 6 (28.5)
With partner/spouse 4 (19.0)
Alone 3 (14.0)
With parents 3 (14.0)
With other adults (nonfamily members) 3 (14.0)
With own children 2 (9.5)

Current employment
Full-time, paid work 7 (33.5)
Part-time/casual, paid work 7 (33.5)
Student 3 (14.0)
Unable to work because of arthritis 3 (14.0)
Unemployed or looking for work 1 (5.0)

Arthritis diagnosis
Rheumatoid arthritis 8 (38.0)
Psoriatic arthritis 4 (19.0)
Osteoarthritis 2 (9.5)
Ankylosing spondylitis 2 (9.5)
Seronegative inflammatory arthritis 2 (9.5)
Combination of arthritis types 2 (9.5)
Juvenile idiopathic arthritis 1 (5.0)

Private health insurance
Yes (own policy) 12 (57.5)
Yes (parents’ policy) 3 (14.0)
No 6 (28.5)
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Table 3.  Arthritis-attributable themes, subthemes, and illustrative quotes*

Theme and subtheme Illustrative quotes
The financial burden of direct 

arthritis-attributable health 
care costs

Medical specialist costs I see it [the rheumatologist] as a money-grabbing thing, so I go every 6 months. They feel your joints 
and they go yeah, see you in 3 months’ time. Like, I’ve just sat in your waiting room for 2 hours, you’ve 
just charged me $200 for that 2 hours of sitting for like a 3-minute appointment. Seeing your 
rheumatologist all the time is expensive. (Participant 7, F, age 41–50 years, RA)

The rheumatologist that I’m seeing is very expensive and the rebate isn’t huge. (Participant 11, F, age 
41–50 years, RA)

The dermatologist who I went to for my psoriasis did not recognize the fact that I had arthritis as 
well…I’ve probably paid for his speedboat since then. That’s probably where he could have said hey, I 
can’t help you. (Participant 2, M, age 41–50 years, PsA)

Allied health costs I’ve been referred to strengthen my core through Pilates because I’ve got quite a lot of wear and tear in 
my spine. So just this week I’m going to start Pilates with a physio. The cost is quite shocking and I 
suppose that’s the thing that’s really frustrating. (Participant 15, F, age 31–40 years, CA: RA, OA)

I’ve seen a Bowen therapist before, she’s quite good, she is quite expensive though, so it hasn’t been 
really on my top priority list. (Participant 9, F, age 18–30 years, OA)

I used to see a physio and we’d do hydrotherapy. I don’t know why but I just sort of stopped. You know, 
it was quite expensive. (Participant 3, F, age 18–30 years, RA)

I see a professor of physiotherapy who specializes in arthritis but he’s very expensive. One of the public 
[hospital] practicing physios, but expensive, not a run-of-the-mill physio. (Participant 10, F, age 18–30 
years, JIA)

Medication costs I recently did a budget and I added up all my medications. And then there’s calcium and fish oil and 
those sorts of things as well. Like I added all this up and it was like, $1,500. I was in the red and it 
made me realize that there’s actually quite a lot of money attached to having this condition. I actually 
have to budget for this. (Participant 12, F, age 31–40 years, PsA)

I was fortunate growing up that my parents sort of paid for the medication. But now I realize wow, this 
stuff, not exactly the cheapest thing, and I’m a student, it’s a little bit more expensive. (Participant 1, F, 
age 18–30 years, CA: RA, SLE)

The unexpected financial burden of 
indirect costs of living with 
arthritis

Financial impacts of home 
modifications and household 
assistance

I remember struggling to mow the lawns and things like that and not being in a financial position to be 
able to pay someone to do it. (Participant 5, F, age 18–30 years, AS)

I think if I didn’t have chronic illness we would probably have a lot more money. We probably would 
have paid off the house. (Participant 14, F, RA, age 41–50 years)

We put a big extension on the back of the house for my arthritis, which we borrowed. We owe a lot, it’s 
not good, it’s not manageable. (Participant 12, F, age 31–40 years, PsA)

I couldn’t really get up in the morning, so I went out and bought a new bed thinking that that might fix 
all the problems. I spent a few thousand dollars on buying a bed. I don’t think it helped at all. 
(Participant 21, M, age 31–40 years, AS)

Transport and parking costs I pay extra money for fuel because it’s easier for me to drive places than to walk. (Participant 10, F, 
18–30 years, JIA)

When you’re on drugs that lower your immune system and you catch public transport…one year I got 
sick 6 times, so now I drive. And of course, I have to pay for parking, which is really expensive too, so 
that’s another added cost. (Participant 15, F, age 31–40 years, CA: RA, OA)

Parking, like when I was in hospital for 7 months, parking cost us a fortune. We spent heaps on the 
parking, we didn’t save money at all with me being in hospital. Those parking costs just come right 
out of the budget. (Participant 7, F, age 41–50 years, RA)

Benefits versus the financial burden 
of paying for insurance

Private health insurance It is expensive. My mum says “are you planning any holidays?” and I say “no, we’ve got private health 
insurance, we can’t afford all that.” (Participant 12, F, age 31–40 years, PsA)

We can’t afford not to have private health because if I need an operation, I can get it done tomorrow. It 
just has a limit and once you reach that limit it’s pretty hard. My expenses wouldn’t be as high as the 
sun now, but anything is better than nothing. (Participant 13, F, age 18–30 years, RA)

Travel and life insurance Things like travel insurance, that tends to be a lot more expensive when I need that. So that’s definitely 
something I need to think about more when planning to travel. (Participant 9, F, age 18–30 years, OA)

I got life insurance before I got the rheumatoid. It came with our credit card or whatever it was. They 
don’t know I’ve got rheumatoid. It’s so expensive. I got it before I had it, and nobody else will insure 
me. (Participant 7, F, age 41–50 years, RA)

Disability pension and health care 
card

I am on a disability pension, like I think the full disability pension, they get about $800 a fortnight, but I 
get $200 a fortnight. (Participant 12, F, 31–40 years, PsA)

I couldn’t get a health care card because I earn $20 more than I should. Ridiculous. I’m very fortunate 
that my partner promised to pay for my medical expenses. Otherwise I wouldn’t be able to afford it. 
(Participant 10, F, age 18–30 years, JIA)

 (Continued)
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assistance. Several participants described “scrounging pennies” 
to pay for home-based ergonomic devices, from less expensive 
aids such as a “basket on wheels so if the washing needs to be 
done I can carry it,” to a more expensive “gadget that lifts the 
bottom shelf of the dishwasher so you don’t have to bend over.”

Theme 3: benefits versus the financial burden of 
paying for insurance. Participants reported that private health 
insurance was one of their largest health-related expenses. Indi-
viduals or families often choose to purchase private health insur-
ance in case of injury or flare of symptoms. However, those living 
with arthritis perceived private health insurance as an essential 
expenditure, stating “I can’t afford to not have private health.” 
Many confirmed that they “took out private health insurance 
because of arthritis,” and that this was “because if I need an oper-
ation I can get it done tomorrow and not wait for 12 months when 
you’re in desperate agony.”

Over one-fourth of participants did not have private health 
insurance, as “contemplating the premiums would be a lot higher 
for someone like me with arthritis and I already have no money.” 
Participants who stated that they were unable to afford private 
health insurance were frustrated that others are allowed to access 
both the public and private health care systems simultaneously. 
Many expressed sentiments such as “we don’t really have 
the money for health insurance but I probably would like to have it 
because then I can have my neck fixed straight away” and that as 
a result “it’s frustrating that people can double dip and go public 
or private; financially, it’s abuse.”

In addition to private health insurance, other insurance costs 
were perceived to weigh heavily on people with arthritis. Partic-
ipants were frustrated that travel and life insurance were more 
expensive due to the presence of a preexisting medical condition. 
Many were left uninsured and expressed concern at the poten-
tial financial burden placed on their families. Participants fretted 
over their limited funds and their frustration at minimal government 
compensation in the form of disability pensions and health care 
cards to provide those living with lifelong conditions supplementary 

income and reduced medical costs. However, participants stated 
that “I was on a disability pension for the arthritis” but that the pen-
sion was rendered futile when “not a lot of doctors do a special 
concession rate for people on a pension.”

Theme 4: broader financial impacts on family. Along-
side concern for their own finances, participants voiced distress 
about the broader financial impacts of arthritis on their families. 
Younger participants (ages 18–21 years) explained that they lived 
at home with “a supportive family that would help me out in any 
situation,” but that “it’s still a bit concerning that I’m not paying 
for my own appointments and my parents shouldn’t have to.” 
Those who were slightly older (ages 25–30 years) acknowledged 
that their parents noticed when they were having a flare, and that 
they would “try and pitch in with costs where they can, but I don’t 
like it because they should enjoy their retirement without worrying 
about my financial state.”

In contrast to children placing financial pressure on their par-
ents, participants who were parents expressed similar worry about 
imposing a financial burden on their own children. For example, 1 
participant explained, “I don’t want my children to think that they 
can’t have careers because they have to look after me if I’m much 
worse when I’m older.”

The financial consequences of living with arthritis extended 
into broader implications for the whole family. For example, liv-
ing on a reduced income for an extended time meant that fam-
ilies were unable to take holidays, mortgage repayments had to 
be defaulted or extended, and children were forced to enter the 
workforce earlier than they otherwise would have. As 1 participant 
explained, “we live like grey nomads [but] in Australia, no overseas 
travel, with a chronic condition attached to it.”

DISCUSSION

Arthritis is clearly associated with profound financial impacts 
and associated financial distress among adults. This study is one 
of the first to examine these financial concerns from an in-depth 

Theme and subtheme Illustrative quotes
Broader financial impacts on the 

family
Single income household Obviously I can’t work. We are a single-income family. So that single-income family, that does 

impact everything. Going away, it impacts where you can go, stuff like that. (Participant 7, F, 
age 41–50 years, RA)

Being on a single income we couldn’t really afford to put the kids in childcare every day, that sort of 
thing. (Participant 12, F, age 31–40 years, PsA)

Financial strain on parents and 
children

Even though it is my parents’ role, I do still worry about it. Because it is still very expensive and I’d hate 
to put a financial burden on my parents and my family. So yeah, it is still definitely a concern, even 
though I’m not actually paying for it. (Participant 3, F, age 18–30 years, RA)

My son, he’s in year 5 of university now, and I think if I was ordinary, I think he probably would have 
gone and got a job properly by now. He might have been able to have holiday or something. It would 
have been nice for him to have some extra money. (Participant 12, F, age 31–40 years, PsA)

* AS = ankylosing spondylitis; CA = combination of arthritis types; F = female; JIA = juvenile idiopathic arthritis; M = male; OA = osteoarthritis; PsA = 
psoriatic arthritis; RA = rheumatoid arthritis; SLE = systemic lupus erythematosus. 

Table 3. (Cont’d)
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qualitative approach, involving a community-based sample of 
people with different arthritis conditions. Our findings indicate 
that a range of financial impacts and concerns, including direct 
arthritis-attributable medical costs and other impacts that lie out-
side of direct health care, characterize people’s experiences of 
living with arthritis.

Study participants highlighted the high fees for access to 
rheumatologists. The financial burden of paying for special-
ist appointments is topical in Australia: a recent review found 
that the average nonsubsidized cost for an initial rheumatology 
consultation (net of the subsidized Medicare rebate) is $120.00 
(Australian) (36). The cost of medical intervention is found to be 
unrelated to improved health outcomes or superior quality of care 
(37). Those individuals with lower health literacy levels may be vul-
nerable to excess health care expenditures and financial burden 
without receiving best-practice care (38,39). A taskforce has been 
developed and aims to ensure that all Medicare Benefits Sched-
ule items provide real clinical value or high-value care and do not 
expose patients to unnecessary expense (36).

In addition, participants expressed their surprise at the 
expense of nonsubsidized allied health care costs incurred 
through the outpatient public hospital system, despite access to 
universal health care in this country. Due to changing health needs, 
increasing health care costs, health inequities, and complex health 
conditions, patients are shouldering growing out-of-pocket costs 
(40). However, within the fee-for-service payment model, health 
professionals are permitted to set their own fees (which are typi-
cally above the schedule fee that is reimbursed), which can lead 
to high nonsubsidized costs for some patients (41).

Evidence suggests that the current out-of-pocket costs for 
people living with lifelong illness in Australia are strongly asso-
ciated with poverty (42). Similar trends are documented in Nor-
dic countries, which also have combination public and private 
health care systems (43,44). In Australia, growing out-of-pocket 
costs are partially attributed to increased uptake of private health 
insurance due to lengthy waiting periods for a rheumatology, 
pain medicine, or surgery consultation through the public system 
(45). Participants also highlighted their fiscal concerns extending 
beyond direct health care costs, including reduced capacity to 
pay for their mortgage, childcare, and the impacts on travel and 
life insurance.

There are emerging data on the effects of lifelong illness on 
financial domains beyond medical expenses. People living with 
coronary artery disease have outlined challenges relating to driv-
ing costs where public transportation or walking are unfeasible 
(46). People affected by types 1 and 2 diabetes mellitus have 
explained that only by limiting expenditures on nonmedical-related 
items were they able to afford medication (47). However, to the 
best of our knowledge, this study is one of the first dedicated 
to examining the perceived financial burden of living with arthritis.

Unsurprisingly, adults with arthritis face much broader per-
sonal economic challenges beyond their direct medical costs. This 

population has been documented to have shorter work careers, to 
be less confident to pursue career progression opportunities, and 
to earn significantly less throughout their income-earning years 
than their healthy peers (6,48). Lower work participation rates and 
financial sequelae present as concurrent challenges to navigate 
for people with arthritis. Through reporting these fiscal challenges, 
our findings provide a starting point for understanding the con-
cerns of younger populations with arthritis beyond the health 
impacts. In particular, education and support from arthritis con-
sumer organizations or other advocacy groups may be provided 
to, or accessed by, clinicians treating people of working age with 
arthritis. Clinicians need to be cognizant that their patients may be 
experiencing financial distress, and that identifying these concerns 
as part of routine clinical care can help inform shared decision-
making, particularly as it relates to accessing interventions or ser-
vices that are high-value, and identify available services that may 
be feasible (for example, referring a patient to a community physi-
cal therapy program versus a private practice).

Because our study was exploratory in nature, examining 
broad arthritis-attributable financial experiences was important, 
and we were able to recruit a heterogeneous participant sample 
to achieve this goal. Our recruitment strategy spanning arthritis 
consumer organizations, university networks, and clinical settings 
generated a sample that was diverse across age and disease 
characteristics. In-depth semistructured interviews were used to 
elicit detailed data from participants. However, we did not directly 
ask about nonmedical-related costs (for example, home mod-
ifications or childcare), although these were reported by some 
participants during the interviews. In this context, we may have 
underrepresented this theme in the analysis.

Qualitative research is representative of participants’ expe-
riences, but our research cannot be generalized to all people’s 
arthritis-attributable finances. Two-thirds of participants were 
university-educated, which may indicate higher income levels 
among our sample compared to the broader population with 
arthritis. We also recognize that a relatively high proportion of our 
sample had private health insurance, compared with the general 
population, but this difference does not necessarily reflect the 
socioeconomic status of our sample, given ongoing government 
initiatives designed to lower the cost of private health insurance 
and improve uptake. We also acknowledge the potential for par-
ticipant bias, where those with a higher financial burden may have 
been more likely to volunteer to be a part of this research. There 
was an oversampling of females (reflecting the demographics of 
arthritis); a potentially important area of future research, therefore, 
will be to explore these issues among males with IA and OA.

This study highlights the spectrum of ongoing direct and 
indirect costs borne by adults living with arthritis conditions. The 
in-depth interviews provided novel insight into the range of finan-
cial concerns experienced by younger patient groups and the per-
sonal distress associated with these concerns. These findings can 
be used to raise awareness of key fiscal issues relevant to adults 
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with arthritis, and to educate clinicians about the wide-ranging 
impacts of arthritis beyond physical symptoms.
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Health Care Utilization for Musculoskeletal Issues 
During the Prediagnosis Period in Psoriatic Arthritis: 
A Population-Based Study
Lihi Eder,1  Karen Tu,2 Cheryl F. Rosen,3 Raed Alhusayen,4 Stephanie Y. Cheng,5 Jacqueline Young,5 
Willemina Campbell,6 Sasha Bernatsky,7  Dafna D. Gladman,8 J. Michael Paterson,9 and Jessica Widdifield10

Objective. Information about the prediagnosis period in psoriatic arthritis (PsA) is limited. The present study was 
undertaken to compare health care utilization related to musculoskeletal issues during a 5-year period prior to the 
diagnosis of PsA versus that of subjects with no prior inflammatory arthritis within a primary care setting.

Methods. We conducted a population-based, matched cohort study using electronic medical records and 
administrative data in Ontario, Canada. Age- and sex-matched cohorts of PsA patients and comparators from the 
same family physicians were assembled. Comparators were not allowed to have prior spondyloarthritis, ankylosing 
spondylitis, or rheumatoid arthritis billing code diagnoses. The study outcomes included health care utilization and 
costs related to nonspecific musculoskeletal issues during a 5-year period prior to the index date.

Results. We studied 462 PsA patients and 2,310 matched comparators. The odds ratio (OR) related to visiting a 
primary care physician for nonspecific musculoskeletal issues in patients with PsA was 2.14 (95% confidence interval 
1.73–2.64) in the year immediately preceding the index date and was similarly elevated up to 5 years prior. The OR 
related to using other musculoskeletal-related health care services, including musculoskeletal specialists visits, joint 
injections, joint imaging, and emergency department visits, was higher in PsA as early as 5 years preceding the index 
date. Total and musculoskeletal-related health care costs prior to the index date were higher for patients with PsA 
versus comparators.

Conclusion. A prodromal PsA phase characterized by nonspecific musculoskeletal symptoms may exist. Further 
study is needed to determine if this represents a window for earlier diagnosis of PsA.

INTRODUCTION

Psoriatic arthritis (PsA) is a musculoskeletal disease that 
affects up to 30% of the patients with psoriasis (1). It runs a 
chronic, progressive course and can lead to severe joint damage 
and loss of function in the first few years of the disease (2). Tight 

control of disease activity significantly improves joint outcomes 
in newly diagnosed PsA patients (3), while diagnostic delays are 
associated with more radiographic joint damage and worse phys-
ical function (4,5).

Current care delivery in PsA falls short of available standards, 
as a significant proportion of patients with psoriasis have undi-
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agnosed PsA (6). A recent meta-analysis reported a prevalence 
of 15.5% of patients with psoriasis with previously undiagnosed 
PsA (7). Analysis of data from a national, Danish registry showed 
that only 21% of PsA patients were diagnosed within 3 months of 
symptoms onset (8). Delayed referrals to rheumatology by primary 
care physicians may contribute to such findings. In a population-
based study in Ontario, Canada, the time from initial primary care 
visit for a musculoskeletal complaint to rheumatology referral was 
513 days, which was substantially longer than for other inflamma-
tory arthritic conditions, such as rheumatoid arthritis (RA) (9).

PsA is a heterogeneous disease that can present in various 
clinical manifestations, such as synovitis, enthesitis, dactylitis, and 
spondylitis. Some of these features can present with only minimal 
findings on physical examination, and the differentiation from other 
conditions, such as osteoarthritis, can be challenging. Further-
more, unlike RA and lupus, PsA has no reliable diagnostic biomark-
ers (10). These factors, along with the lack of awareness of PsA 
among patients and primary care physicians, and limited access 
to specialty care contribute to delays in the diagnosis of PsA (11).

Better information regarding the prediagnosis phases of PsA 
is required in order improve our understanding of how to address 
these gaps in care. Such data, however, are limited particularly in the 
primary care setting. In addition, studies that have attempted to eval-
uate aspects of the prediagnosis period (e.g., duration of symptoms) 
often have been based on self-reported information, frequently from 
tertiary rheumatology centers (4,8). Here, we aimed to characterize 
the burden of musculoskeletal symptoms prior to the diagnosis of 
PsA by assessing musculoskeletal-related health care utilization prior 
to the diagnosis of PsA in patients from primary care settings com-
pared to matched comparators without inflammatory arthritis.

SUBJECTS AND METHODS

Setting. We conducted a matched cohort study using 
population-based, linked primary care electronic medical records 
from the Electronic Medical Records Primary Care (EMRPC) 
database and administrative health data from Ontario, Canada. 

All Ontarians are insured by a publicly funded, universal health 
insurance program, the Ontario Health Insurance Plan (OHIP) (12), 
that covers all hospital and physician services and procedures. All 
health care encounters are recorded in administrative health care 
databases, which are linked using unique encoded identifiers.

The EMRPC was used to create a matched cohort of PsA 
and noninflammatory arthritis comparators. At the time of the 
study, EMRPC included electronic clinical data from >350 pri-
mary care physicians across Ontario and >400,000 patients, 
with a data range covering the period of 1998 to 2016 (13). The 
characteristics and the distribution of EMRPC physicians and 
patients are generally representative of the population of Ontario. 
EMRPC data are enriched by linkage to Ontario health adminis-
trative data.

The administrative databases included the OHIP Claims 
History Database to identify physician billing and diagnosis 
codes. All physicians in Ontario are reimbursed by submit-
ting claims to OHIP for medical services rendered. A single 
diagnosis code is provided with each claim, which represents 
the main reason for the visit. The Canadian Institute of Health 
Information (CIHI) National Ambulatory Care Reporting System 
and CIHI Discharge Abstract database were used to identify 
emergency department visits and hospital admissions, respec-
tively. The diagnoses in these databases were coded using the 
International Statistical Classification of Diseases and Related 
Health Problems, Tenth Revision, Canadian version. Informa-
tion on physicians’ specialty (for the OHIP billings) was obtained 
by linking the Institute for Clinical Evaluative Sciences (ICES) 
Physician Database with the OHIP Claims History Database. 
All data sets were linked and analyses performed at the ICES 
(www.ices.on.ca). The use of data in this study was authorized 
under section 45 of Ontario’s Personal Health Information Pro-
tection Act, which does not require review by a Research Ethics 
Board.

Study subjects. We validated an algorithm to identify 
patients with PsA registered in the EMRPC by April 2016 using 
a previously abstracted cohort of PsA patients (12). The algo-
rithm included PsA-related terms found in the EMR medical 
history fields and performed with a sensitivity of 78%, positive 
predictive value of 85%, and specificity of 100%, and a nega-
tive predictive value of 97% (see Supplementary Table 1, avail-
able on the Arthritis Care & Research website at http://online  
​libr​ary.​wiley.com/doi/10.1002/acr.24146/​abstract). The search 
was restricted to individuals ages 20 years or older who had a 
valid health insurance number and whose EMR start date was 
at least 2 years prior to the study date. The date of diagnosis 
of PsA (index date) was defined as the earliest entry of 1 of the 
following: 1) an OHIP physician service claim of an inflammatory 
arthritis diagnosis code by a rheumatologist; or 2) a hospital dis-
charge abstract with a diagnosis code for PsA listed either as the 
reason for hospitalization or as a comorbid condition. In Ontario, 

SIGNIFICANCE & INNOVATIONS
•	 The study results support the notion that a prodro-

mal psoriatic arthritis (PsA) phase occurs in a signif-
icant proportion of patients.

•	 Health care utilization due to musculoskeletal is-
sues is increased.

•	 Patients with PsA develop musculoskeletal symp-
toms that lead to increased health care utilization 
and costs, including performance of diagnostic 
tests, visits to family doctors, musculoskeletal spe-
cialist consultations, and emergency department 
visits.

•	 This pattern reveals some of the underlying causes 
of diagnosis delays of PsA.

http://www.ices.on.ca
http://onlinelibrary.wiley.com/doi/10.1002/acr.24146/abstract
http://onlinelibrary.wiley.com/doi/10.1002/acr.24146/abstract
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the diagnosis of PsA is typically determined by rheumatologists 
and not by family physicians. Therefore, to minimize inaccuracies 
in the date of diagnosis, we used the first claim of an inflammatory 
arthritis diagnosis code by a rheumatologist as the index date. 
Since Ontario administrative data are available at the individual 
level from 1991 onward, we included only patients who were 
diagnosed from January 1996 onward, which allowed a 5-year 
look-back window. Each patient with PsA was matched with 5 
comparators by year of birth, sex, and family practice clinic. We 
excluded from the comparator group any subjects with diagnosis 
codes of spondyloarthritis (OHIP diagnosis code 721), ankylosing 
spondylitis (OHIP diagnosis code 720), and RA (OHIP diagnosis 
code 714) given by a rheumatologist within the 5-year look-back 
period. The comparators were assigned the same index date as 
their corresponding case.

Study outcomes. Health care utilization for musculoskeletal-
related issues was evaluated during the 5-year period prior to 
the index dates in PsA patients and matched comparators. 
We evaluated a combination of physician services, emergency 
department visits, and diagnostic and therapeutic procedures for 
a wide range of noninflammatory musculoskeletal conditions (for 
a list of codes for diagnoses, procedures, and services, see Sup-
plementary Table 2, available on the Arthritis Care & Research 
website at http://onlin​elibr​ary.wiley.com/doi/10.1002/acr.24146/​
abstract online). The following outcomes were evaluated: 1) 
visits to primary care physicians for musculoskeletal-related 
issues; 2) visits to a non-rheumatologist specialist; 3) visits to 
rheumatologists; 4) joint injections; 5) joint imaging, including 
radiographs, computed tomography, magnetic resonance imag-
ing, and ultrasound; and 6) visits to emergency departments 
for musculoskeletal-related issues. The following services were 
not analyzed, as they are not covered by OHIP for the entire 
population: physical therapy, chiropractor visits, and occupa-
tional therapy. In addition, we obtained demographic informa-
tion including age, sex, comorbidities (using the Johns Hopkins 
Aggregated Diagnosis Groups [ADGs] System, version 10, for 
the number of ADGs excluding rheumatologic diseases), soci-
oeconomic status (by census neighborhood income quintiles), 
and rurality (classified as urban and rural). Annual direct health 
care costs, overall and for musculoskeletal-related health care 
services, were estimated using the methods described by Wod-
chis (14). The costs covered inpatient hospitalizations, visits to 
emergency departments and outpatient clinics, OHIP physician 
billing for consultations, procedures and diagnostic services, 
and prescribed medications (for seniors and social assistance 
recipients, who are covered by the Ontario Drug Benefit Plan). 
Musculoskeletal-related costs were calculated as the sum of 
fees paid by OHIP for the physician claims outlined above. This 
calculation included only the direct physician fees paid by OHIP 
and did not include the costs of services such as administrative 
overhead and equipment.

Statistical analysis. Data were expressed as the mean ±  
SD or median (25th and 75th percentile) for continuous variables 
and frequencies (%) for categorical variables. The percentage of 
patients with health care encounters and frequency of visits for 
the various categories of service were assessed for each of the 
5 calendar years prior to the index date. Trends in the rates and 
probabilities of health care encounters were compared between 
patients with PsA and matched comparators using generalized 
estimating equations (GEEs) models with negative binomial dis-
tribution (for rates) and binary distribution (for probabilities). GEEs 
were used because they accounted for the matched nature of 
our study design. Mean annual total and musculoskeletal-related 
health care costs were reported for each of the 5 years prior to the 
index date. The mean annual costs between patients and controls 
were compared using t-test.

RESULTS

We studied 462 patients with PsA and 2,310 matched com-
parators without prior inflammatory arthritis with a mean ± SD age 
of 54.2 ± 13.8 years (55.6% females). As expected, patients with 
PsA and their comparators were well balanced with respect to 
the matching variables (age, sex) but also had a similar distribu-
tion of socioeconomic status and rurality. However, patients with 
PsA had a greater number of comorbidities, as indicated by higher 
ADGs (Table 1).

Table 1.  Characteristics of the study population at index date*

Variable
PsA

(n = 462)

Matched 
comparators†

(n = 2,310)
Age, mean ± SD years 54.22 ± 13.82 54.22 ± 13.85
Sex, female 257 (55.6) 1,285 (55.6)
Number of ADGs

0 0 (0) 121 (5.2)
1–5 100 (21.6) 1,236 (53.5)
6–10 238 (51.5) 741 (32.1)
11–15 106 (22.9) 192 (8.3)
16+ 18 (3.9) 20 (0.9)

Census-based 
neighborhood 
income quintile

1 77 (16.7) 389 (16.8)
2 91 (19.7) 413 (17.9)
3 93 (20.1) 423 (18.3)
4 86 (18.6) 488 (21.1)
5 112 (24.2) 579 (25.1)
Missing ≤5 18 (0.8)

Rurality
Urban 387 (83.8) 1,923 (83.3)
Rural 66 (14.3) 313 (13.5)

Psoriasis billing code‡ 260 (56.3) 53 (2.3)
* Values are the number (%) unless indicated otherwise. ADG = 
aggregate diagnosis group; PsA = psoriatic arthritis. 
† Age-, sex-, and clinic-matched comparators without inflammatory 
arthritis. 
‡ Within 5 years prior to the index date. 
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Overall, health care utilization for musculoskeletal-related 
issues was relatively higher in the years preceding the index date 
in patients with PsA compared with their matched compara-
tors (Tables 2 and 3). Patients with PsA were more likely to visit 
their primary care physicians for musculoskeletal-related causes 
as early as 5 years prior to the diagnosis (odds ratio [OR] 1.76 
[95% confidence interval (95% CI) 1.43–2.18]) (Table 2), with a 
trend toward an increase in the difference as time approached 
the index date (1 year prior to the index date OR 2.14 [95% CI 
1.73–2.64]). The rate of annual visits to primary care physicians 
for musculoskeletal-related causes was also higher in patients 
with PsA during the 5-year prediagnosis period (Figure 1).

Similarly, the proportion of patients who required specialty 
care, diagnostic imaging, and procedures for musculoskeletal 
issues prior to the index date was higher in patients with PsA 
than their matched comparators (Table 3 and Supplementary 
Tables 1–5, available on the Arthritis Care & Research website 
at http://onlin​elibr​ary.wiley.com/doi/10.1002/acr.24146/​abstract 
online). PsA patients were also more likely to be assessed by 
non-rheumatologist musculoskeletal specialists (OR ranging from 
1.59 to 2.03), visit an emergency department for musculoskeletal-
related issues (OR 1.33 to 2.69), have joint imaging (OR 3.20 to 
6.26), and joint injections (OR 4.63 to 9.26).

Patients with PsA were 4–5 times more likely to visit a 
rheumatologist during the 5-year period prior to the index date 

than their matched comparators (Table 3). The diagnosis codes 
assigned to these rheumatology visits prior to the index date 
were not related to an inflammatory arthritic condition and gen-
erally included nonspecific musculoskeletal conditions. The most 
common diagnosis codes administered by the rheumatologists 
were as follows: other disease of the musculoskeletal systems 
(OHIP diagnosis code 739); psoriasis (OHIP diagnosis code 696); 
osteoarthritis (OHIP diagnosis code 715); and leg cramps, leg 
pain, muscle pain, joint pain, and joint swelling (OHIP diagnosis 
code 781). Only ~25% of the patients were evaluated by a der-
matologist for any reason prior to the index date (see Supplemen-
tary Table 4, available on the Arthritis Care & Research website 
at http://onlin​elibr​ary.wiley.com/doi/10.1002/acr.24146/​abstract).

Total and musculoskeletal-related health care costs were 
higher for patients who developed PsA than for their compara-
tors at any point during the 5-year period prior to the index date 
(Figure 2 and Supplementary Table 5, available on the Arthri-
tis Care & Research website at http://onlin​elibr​ary.wiley.com/
doi/10.1002/acr.24146/​abstract). Total health care cost increased 
gradually in patients with PsA from a mean ± SD of $4,873 ±  
8,480 (Canadian) 5 years prior to the index date to a mean ± SD 
of $6,995 ± 11,270 (Canadian) 1 year prior to the index date. 
This is compared to a relatively stable total mean health care cost 
of ~$2,500 (Canadian) observed in the comparator group. Simi-
larly, mean musculoskeletal-related health care costs before the 
index date were 4 to 7 times higher in patients with PsA than in 
the comparator group.

DISCUSSION

In this population-based, matched cohort study, we charac-
terized a prediagnosis period in patients with PsA by assessing 
their health care utilization due to musculoskeletal-related issues 
and compared it to that of matched comparators without inflam-
matory arthritis. We found that a significant proportion of patients 
with PsA experienced a prolonged prediagnosis period of muscu-
loskeletal symptoms that was reflected by an increased number 
of visits to primary care physicians, musculoskeletal specialists, 
and emergency departments, as well as the use of diagnostic 

Table 2.  The proportion of patients with at least 1 visit to a primary 
care physician for musculoskeletal causes prior to the index date in 
psoriatic arthritis (PsA) versus matched comparators*

Years prior
to the

index date
PsA

(n = 462)

Matched
comparators
(n = 2,310)†

Odds ratio
(95% CI)

1 42.2 25.4 2.14 (1.73–2.64)
2 38.5 25.0 1.66 (1.53–2.32)
3 35.3 23.9 1.73 (1.40–2.14)
4 34.8 23.5 1.74 (1.40–2.15)
5 35.5 23.7 1.76 (1.43–2.18)

* Values are the percentage unless indicated otherwise. 95% CI = 
95% confidence interval. 
† Age-, sex-, and clinic-matched comparators without inflammatory 
arthritis. 

Table 3.  The proportion of patients with at least 1 visit to a musculoskeletal specialist for nonspecific musculoskeletal causes prior to the index 
date in psoriatic arthritis (PsA) versus matched comparators*

Years prior
to the

index date

Non-rheumatologist specialist† Rheumatologist

PsA
(n = 462)

Matched comparators
(n = 2,310)‡

Odds ratio
(95% CI)

PsA
(n = 462)

Matched comparators
(n = 2,310)‡

Odds ratio
(95% CI)

1 14.7 7.8 2.03 (1.51–2.74) 12.1 2.5 5.36 (3.65–7.85)
2 17.5 7.7 2.55 (1.92–3.38) 11.7 2.6 4.96 (3.36–7.28)
3 14.2 8.1 1.88 (1.39–2.54) 10.6 2.0 5.72 (3.78–8.64)
4 13.2 7.1 1.99 (1.46–2.72) 9.8 2.0 5.44 (3.57–8.29)
5 10.4 6.8 1.59 (1.13–2.23) 8.4 2.1 4.34 (2.81–6.71)

* Values are the percentage unless indicated otherwise. 95% CI = 95% confidence interval. 
† Orthopedic surgeons and sports physicians. 
‡ Age-, sex-, and clinic-matched comparators without inflammatory arthritis. 

http://onlinelibrary.wiley.com/doi/10.1002/acr.24146/abstract
http://onlinelibrary.wiley.com/doi/10.1002/acr.24146/abstract
http://onlinelibrary.wiley.com/doi/10.1002/acr.24146/abstract
http://onlinelibrary.wiley.com/doi/10.1002/acr.24146/abstract
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imaging tests and procedures. This pattern was identified as early 
as 5 years prior to the diagnosis and was significantly different 
from that observed in the matched comparators. The novelty of 
the study is the use of musculoskeletal-related health care utiliza-
tion as a surrogate to characterize the burden of musculoskeletal 
symptoms prior to the diagnosis of PsA.

It is well documented that the immunologic abnormalities of 
several rheumatic conditions, such as RA and lupus, start many 
years prior to the clinical presentation of the disease (15–17). 
Although there is less information about the prediagnosis phases 
in PsA, studies using various imaging modalities have documented 
subclinical inflammation in the joints and entheses in patients with 
psoriasis without musculoskeletal symptoms (18–21). Abnormal 
inflammatory biomarkers in the blood have been shown to pre-
dict the onset of PsA among psoriasis patients (22). Emerging 
data support the presence of a prodromal phase in a significant 
proportion of patients with PsA. This phase is characterized by 
nonspecific musculoskeletal symptoms such as fatigue, arthral-
gia, and stiffness in the absence of distinct findings on physical 
examination (23). The results of our study provide additional sup-
port for the presence of such a prodromal PsA phase. We found 
that more than one-third of the patients with PsA visited their fam-
ily physician for musculoskeletal-related issues during the 5 years 
prior to the diagnosis of PsA. This proportion gradually increased 
and reached >42% of patients in the year immediately preceding 
the diagnosis, suggesting that PsA can be insidious at onset.

Delays in the diagnosis of PsA are well recognized. However, 
there is little information about the underlying factors that contrib-
ute to these delays in primary care settings. This issue is espe-
cially important in health care systems in which patients require a 
physician referral to access rheumatology care. Additionally, even 
in systems where unrestricted rheumatology access exists, family 
physicians play a crucial role in the coordination of specialty care 

and should raise the initial suspicion of PsA in the appropriate 
clinical context. Data from Ontario, Canada, suggested that one of 
the main factors contributing to the delay in the diagnosis of PsA is 
delayed referral to rheumatology, which is significantly longer than 
that for other rheumatic conditions, such as RA and ankylosing 
spondylitis (9). Our study showed that a significant proportion of 
patients with PsA received care from non-rheumatologist mus-
culoskeletal specialists prior to diagnosis and visited emergency 
departments for their musculoskeletal symptoms. This pattern 
of care suggests that there are potential delays in rheumatology 
referrals, which ultimately lead to delays in diagnosis. Approxi-
mately 10% of the patients with PsA were seen by a rheuma-
tologist during the prediagnosis period, which is at least 4 times 

Figure 1.  Annual rates of family physician visits for musculoskeletal 
issues prior to the index date for comparators (gray circles) and 
patients with psoriatic arthritis (black triangles). Error bars indicate 
the 95% confidence intervals.

Figure 2.  A, Mean total health care costs prior to the index date 
for comparators (gray circles) and patients with psoriatic arthritis 
(black triangles). B, Mean musculoskeletal-related health care costs 
prior to the index date for comparators (gray circles) and patients 
with psoriatic arthritis (black triangles). CAD = Canadian dollars. 
Error bars indicate the 95% confidence intervals.
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higher than the rates in the comparators. We cannot rule out the 
possibility that this difference may be partially explained by an 
increased surveillance of patients with psoriasis who were referred 
to rheumatology specialists for suspected PsA. The musculoskel-
etal symptoms of these patients were largely attributed to non-
specific conditions by the assessing rheumatologists. This finding 
highlights the difficulties entailed in establishing the diagnosis of 
PsA in the early phases of the disease. The absence of reliable 
diagnostic tests, limited findings on musculoskeletal examination, 
and their overlap with other rheumatic conditions are some of the 
difficulties that rheumatologists face when examining patients with 
suspected PsA.

PsA is associated with substantial direct and indirect health 
care costs. A recent study that used a US claims database 
showed an incremental total direct health care cost for patients 
with established PsA of $18,482 compared to matched controls 
without PsA (24). Limited information exists regarding health care 
costs prior to the diagnosis of PsA. A nationwide study that used 
data from Danish registries showed that general health care costs 
for patients with PsA increased from less than €2,000 5 years prior 
to diagnosis to more than €5,000 around the time of diagnosis 
(25), which likely reflected the increased utilization of health care 
resources associated with reaching the diagnosis. Health care 
costs among those who developed PsA were higher than those 
in the general population during the 5-year prediagnosis period, 
which is similar to the findings of our study. Furthermore, our 
study also showed that health care costs due to musculoskeletal-
related issues showed a similar trend and were higher for patients 
with PsA as early as 5 years prior to the diagnosis of the disease. It 
should be noted, however, that these numbers underestimate the 
true cost, as they do not include the costs of prescription medica-
tions among those not covered by the provincial drug plan, non-
prescription medications, or other uncovered services received 
during the study period, such as physical therapy and chiropractic 
treatment.

Our study has limitations that merit emphasis. The first 
caveat is that we compared patients with PsA to subjects without 
inflammatory arthritis. This meant that, by design, the compara-
tors would almost certainly have lower health care use for mus-
culoskeletal conditions than the general unselected population. 
However, the estimated prevalence of inflammatory arthritis in the 
general population is <2%; thus, the impact of exclusion of these 
patients is likely minimal. In addition, some of the health care ser-
vices related to musculoskeletal issues are not captured in the 
administrative databases; therefore, the true burden of health care 
utilization is underestimated. Furthermore, the single diagnosis 
code allowed for each visit may have led to underestimation of 
the true burden of musculoskeletal disease. Inaccuracies in the 
date of diagnosis may have occurred as well. In order to mini-
mize this risk, we used a combined approach using a validated 
algorithm with high accuracy to first assemble a PsA cohort in the 
EMR as well as a number of diagnosis codes for various types of 

inflammatory arthritides to determine the date of diagnosis. Using 
this approach, we attempted to minimize the possibility that the 
actual date of diagnosis occurred prior to the index date, as rheu-
matologists are presumably more likely to assign a diagnosis of an 
inflammatory arthritis than a noninflammatory code when clearly 
indicated. Last, the increased total health care costs in patients 
with PsA were driven in part by other nonmusculoskeletal dis-
eases, as the burden of comorbidities was elevated in patients 
with PsA compared to their matched comparators. This, however, 
does not explain the elevated health care costs due to musculo-
skeletal issues.

In conclusion, our study characterized a prediagnosis period 
in PsA and supports the notion that a prodromal PsA phase 
occurs in a significant proportion of patients. This phase is char-
acterized by musculoskeletal symptoms and leads to increased 
health care utilization and costs, including performance of diag-
nostic tests, visits to family doctors, musculoskeletal specialist 
consultations, and emergency department visits. This pattern 
reveals some of the underlying causes of delays in the diagnosis 
of PsA and highlights the need for diagnostic strategies and novel 
reliable biomarkers to aid in the early diagnosis of PsA.
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Relationship Between Self-Reported Restless Sleep and 
Objectively Measured Physical Activity in Adults With Knee 
Osteoarthritis
Abigail L. Gilbert,1 Jungwha Lee,2 Jing Song,2 Pamela A. Semanik,3 Linda S. Ehrlich-Jones,4 C. Kent Kwoh,5 
Dorothy D. Dunlop,2 and Rowland W. Chang2

Objective. Despite the numerous health benefits of physical activity, inactivity is endemic among adults with knee 
osteoarthritis (OA). Because sleep quality may be a target in order to improve physical activity behavior, we investi-
gated the cross-sectional relationship between restless sleep and physical activity in participants with or at risk for 
knee OA.

Methods. We analyzed accelerometer-measured physical activity and clinical data of participants included in the 
Osteoarthritis Initiative (OAI). We used multiple regression analysis to evaluate physical activity for participants, who 
were grouped by the reported frequency of restless sleep, and adjusted for demographic and medical confounders.

Results. Of the 1,892 OAI participants for whom complete data were available, 300 participants (16%) reported 
restless sleep ≥3 days in the past week. Participants who reported restless sleep for much of the time (3–4 days/
week) and most of the time (5–7 days/week) had 11.9% and 23.7% less weekly minutes of moderately vigorous 
activity, respectively, compared to participants who reported rarely restless sleep (<1 day/week) (P for trend 0.021). 
These differences persisted after accounting for age, sex, race, body mass index, medical comorbidity, and knee OA 
severity and pain (P for trend 0.023). Differences related to restless sleep were largely attenuated by the presence of 
high depressive symptoms and low energy levels.

Conclusion. Poor sleep quality is associated with less physical activity in persons with or at risk for knee OA. 
Future studies are needed to determine the mechanisms of how poor sleep and physical activity are related, how 
energy and depression mediate these relationships, and whether interventions that improve sleep quality might result 
in increased physical activity.

Introduction

One in 10 adults ages ≥65 years experiences knee osteo-
arthritis (OA) and the associated progressive pain and disability 
(1). Physical activity is well known to improve long-term functional 
status and to preserve independence in adults with knee OA (2). 
Despite current recommendations to promote physical activity as 

a primary treatment, almost half of adults with knee OA are phys-
ically inactive, not even performing a single 10-minute session of 
moderately intense physical activity in a week (2–4). Over half of 
individuals with knee OA report sleep disturbance, including diffi-
culty initiating or maintaining night-time sleep (5). This is in contrast 
to one-third of all adults reporting sleep complaints (6). Poor sleep 
quality is a modifiable risk factor (7) but is under-investigated as a 
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determinant of physical activity. Improving sleep quality may be a 
novel target to increase physical activity behavior; the relationship 
between sleep quality and physical activity may be bidirectional, 
and improving physical activity may also benefit sleep.

Good sleep quality is important for good health, yet chronic 
pain, including pain from OA, interferes with sleep. In general pop-
ulations, sleep and physical activity have been shown to have an 
association (6,8); however, the relationship between sleep quality 
and physical activity in adults with knee OA remains unknown. This 
is likely a complex relationship, because sleep disturbance is as-
sociated with pain, depression, and fatigue and it exacerbates de-
pression among individuals with high levels of pain (5,9). Individuals 
with major depressive disorder are less physically active than indi-
viduals without depression (10). If restless sleep increases depres-
sive symptoms and fatigue, and depression and fatigue lead to 
decreased physical activity, depressive symptoms and low energy 
may serve as mediators to explain the mechanism by which rest-
less sleep results in less physical activity. The goal of this study was 
to investigate the relationship between sleep quality (measured by 
self-reported restless sleep) and physical activity (objectively meas-
ured) in adults with or at high risk for knee OA. We hypothesized 
that there was an inverse relationship between restless sleep and 
physical activity (after controlling for confounders), and that energy 
and depressive symptoms from sleep disturbance may explain the 
pathway between restless sleep and physical activity.

Materials and methods

Study population. The Osteoarthritis Initiative (OAI) is a 
multicenter prospective study that investigates risk factors and 
biomarkers for the progression and/or onset of knee OA (http://
www.oai.ucsf.edu/datarelease/About.asp). The study design 

and eligibility criteria of the OAI have been described in detail 
elsewhere (11). Participants were a subcohort of the OAI and 
were enrolled into an accelerometer ancillary study conducted at 
the OAI 2008–2010 clinic visit (2008–2010) (OAI 4-year follow-
up) (4). At enrollment, the OAI recruited 4,796 men and women 
ages 45–79 years from 4 clinical sites, who had or were at high 
risk for developing symptomatic, radiographic knee OA. High risk 
was defined as the presence of ≥2 eligibility risk factors (e.g., age 
>70 years, sex- and age-specific overweight criteria, prior knee 
injury, prior knee surgery, family history of total knee replacement 
for OA, Heberden’s nodes, and/or frequent knee symptoms).

The study population was drawn from 2,127 people who 
were enrolled in an OAI accelerometer monitoring substudy 
at the OAI 48-month follow-up visit (2008–2010). A total of 
1,705 participants were not invited to participate because their 
48-month visit was not during the study dates, 585 participants 
declined to participate in the accelerometer study, 70 were de-
ceased, and 309 were not available because they did not attend 
the 48-month visit. Approval was obtained from the institutional 
review board at each OAI site and at Northwestern University. 
Each participant provided written informed consent.

Restless sleep. The frequency of restless sleep was eval-
uated by participants’ responses to a question on the Center 
for Epidemiologic Studies Depression Scale (CES-D), which 
asked how often in the past week their sleep was restless, 
with the following response options: rarely (rarely or none of 
the time; <1 day), some (some or a little of the time; 1–2 days), 
moderate/much (occasionally or a moderate amount of time; 
3–4 days), and most (most or all of the time; 5–7 days) (12). 
Accelerometer monitoring and the CES-D results were both 
from the substudy baseline (i.e., the OAI 48-month study visit).

Covariates. Demographic factors included age, sex, and race 
(4). Medical covariates included body mass index (BMI), medical co-
morbidity, knee OA severity, and pain (4). BMI was calculated as kg/
m2, and height was measured using calibrated, wall-mounted sta-
diometers. Body weight was measured using calibrated standard 
balance beam scales. Medical comorbidity was ascertained using 
the Charlson comorbidity index, a validated self-administrated ques-
tionnaire evaluating comorbid chronic conditions. Knee OA severity 
was identified by the worse Kellgren/Lawrence grade score of both 
knees, assessed from fixed-flexion knee radiography protocol. Self-
reported knee pain was measured on a 5-point Likert scale from 
the Western Ontario and McMaster Universities Osteoarthritis Index 
(WOMAC), modified to ask separately about the right and left knee 
symptoms in the past 7 days. The WOMAC pain score range is 
0–20, and higher numbers represent worse symptoms. Energy level 
was based on a Likert scale response to the question “during the 
past 4 weeks, did you have a lot of energy?”, which was ascertained 
from an item on the Short Form 12 (SF-12) Health Survey. CES-D 
scores were calculated excluding the question of restless sleep and 

SIGNIFICANCE & INNOVATIONS
• �Physical inactivity is endemic in individuals with knee 

osteoarthritis (OA), and increasing physical activity has 
been shown to improve long-term functional status.

• �The relationship between sleep and physical activity 
in individuals with knee OA remains unknown.

• �This study, which examined the cross-sectional rela-
tionship between self-reported restless sleep and ob-
jectively measured physical activity in adults with or 
at risk for knee OA, demonstrated a significant trend 
between greater frequency of restless sleep and less 
time engaged in moderately vigorous physical activity.

• �Future research should characterize the mecha-
nisms of how sleep disturbance and physical activity 
are related, and should evaluate whether a focus on 
sleep as part of a multitargeted intervention results 
in more sustainable increases in physical activity.

http://www.oai.ucsf.edu/datarelease/About.asp
http://www.oai.ucsf.edu/datarelease/About.asp
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included the remaining 19 questions from the full 20-item scale. Pa-
tients were considered to have evidence of a high level of depressive 
symptoms if they had a score of ≥16 on the modified CES-D (12).

Physical activity assessment. Physical activity was 
monitored using the GT1M uniaxial accelerometer (ActiGraph). 
Trained research personnel gave uniform scripted in-person in-
structions to wear the accelerometer for 7 consecutive days on 
a belt at the natural waistline in line with the right axilla upon aris-
ing in the morning until bedtime, except during water activities. 
Accelerometer data were analytically filtered using validated 

methodology (13). Periods of non-wear were defined as ≥90 
minutes with zero activity counts (allowing for 2 consecutive 
interrupted minutes with counts <100) (14). We identified par-
ticipants with 4–7 valid monitoring days (i.e., ≥10 wear hours 
per day) needed for reliable physical activity estimates (14). 
Thresholds used by the National Cancer Institute on a minute-
by-minute basis were applied to identify moderate-to-vigorous 
(≥2,020 counts/minute) intensity activity. Minutes of weekly, 
moderately vigorous activity were summed from the daily totals 
over the monitored hours and averaged across valid monitored 
days; for individuals for whom 4, 5, or 6 valid days of activity 

Table 1. Participant characteristics by self-reported restless sleep during the past week (n = 1,892)*

Rarely/none  
of the time

(<1 day)

Some of the 
time

(1–2 days)

Moderate/much  
of the time
(3–4 days)

Most/all of 
the time

(5–7 days) P for trend†

No. (%) 751 (39.7) 841 (44.5) 168 (8.9) 132 (7.0) –
Age, years 65.4 ± 9.0 65.5 ± 9.0 63.7 ± 9.4 63.0 ± 9.3 0.003
Female, % 53.9 55.1 60.7 60.6 0.255
White, % 81.5 86.0 84.5 82.6 0.108
BMI, kg/m2 28.2 ± 4.7 28.4 ± 4.8 28.5 ± 5.4 29.7 ± 5.1 0.011

Normal (<25), % 25.6 26.3 28.6 15.9 0.059
Overweight (25–30), % 41.4 38.4 33.3 43.9
Obese (≥30), % 33.0 35.3 38.1 40.2

K/L grade, %‡
0–1 38.4 38.8 44.1 41.7 0.477
2–3 52.7 52.9 44.1 50.0
4 8.9 8.3 11.9 8.3

WOMAC pain§ 2.1 ± 2.8 2.8 ± 3.4 3.5 ± 3.8 4.6 ± 4.3 <0.001
Charlson comorbidity 

index score, %
0 71.9 71.3 63.1 65.9 0.004
1–2 24.9 23.2 27.4 27.3
3+ 3.2 5.5 9.5 6.8

Depression, % 3.6 7.3 22.6 40.2 <0.001
Energy level (had a lot of 

energy), %
All of the time 11.5 3.6 1.8 0.0 <0.001
Most of the time 61.7 58.7 35.1 25.0
Some of the time 21.4 27.9 39.3 36.4
A little of the time 4.5 7.7 19.1 23.5
None of the time 0.9 2.0 4.8 15.2

Weekly, moderately 
vigorous activity 
minutes, median (IQR)

79 (28–188) 83 (27–192) 77 (22–200) 58 (19.4–142) 0.189

* Values are the mean ± SD unless otherwise indicated. IQR = interquartile range. 
† Mantel-Haenszel chi-square test used to test for trend (1 df) except for race and sex comparisons, which used chi-square test for overall 
differences, analysis of variance for continuous factors age, body mass index (BMI), and Western Ontario McMaster Universities Osteoar-
thritis Index (WOMAC) pain, and quantile regression for physical activity minutes/week. 
‡ Kellgren/Lawrence (K/L) grade for severity of knee osteoarthritis. 
§ WOMAC pain score modified to determine right and left knee symptoms separately, range 0–20, with worse knee reported. 
¶ High depressive symptoms as defined by modified Center for Epidemiological Studies Depression Scale ≥16. 
# Item from Short Form 12 Health Survey. 
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were monitored, weekly activity minutes were estimated as 7 av-
erage daily activity minutes spent in moderately vigorous activity.

Statistical analysis. We compared moderately vigorous 
physical activity minutes per week across 4 self-reported restless 
sleep categories. The outcome of weekly minutes of moderately 
vigorous physical activity was log-transformed due to the skewed 
distribution. For 13 participants with 0 weekly moderate-vigorous 
physical activity minutes, we added 0.1 and then log-transformed. 
Multiple linear regression was used to estimate the difference be-
tween restless sleep groups in outcome using the reference group 
that reported rarely having restless sleep. Regression findings on 
log-transformed outcomes can be validly translated as the percent-
age of difference in the weekly minutes of moderately vigorous phys-
ical activity among each restless sleep group and reference group 
by using the equation (e^(coefficient)−1) × 100%, where the coefficient 
is estimated for each restless sleep group from the log-transformed 
regression model (15). Hierarchical multiple regression adjusted for 
potential confounders, first adjusting for demographic factors (age, 
gender, and race, because prior studies have demonstrated that 
women, older individuals, and nonwhite individuals are less likely to 
be physically active) (4), then adjusting for medical characteristics 
(BMI, knee OA severity, WOMAC pain, and medical comorbidity, 
because individuals who have high BMI, more knee pain, and more 
medical comorbidities are more likely to be physically inactive) (16). 
To explore if depressive symptoms and low energy mediate the rela-
tionship between restless sleep and physical activity, we added the 
presence of high depressive symptoms and low energy to the final 
model to see if the magnitude of the relationship between restless 
sleep and physical activity was diminished. Sex, race, and presence 
of high depressive symptoms were entered as categorical variables, 
and all others were treated as continuous. All statistical analyses 
were completed using SAS software (version 9.4).

Results

Of the 2,127 accelerometer study participants, 1,927 
individuals (91%) had complete physical activity outcomes 
(4–7 valid days of monitoring). Incomplete covariate data were 

available for <2% of the participants. The analysis sample in-
cluded 1,892 participants. As shown in Table 1, 168 partici-
pants (8.9%) reported moderately restless sleep much of the 
time (3–4 days in the past week), and 132 participants (7.0%) 
reported restless sleep most of the time (5–7 days in the past 
week). Participants who reported restless sleep most or all of 
the time had high depressive symptoms (40.2%) compared to 
only 3.6% of participants who reported rarely restless sleep. 
Table 2 shows that, compared to participants reporting rarely 
restless sleep (P for trend 0.019), participants who reported 
restless sleep for a moderate amount of the time and those 
who reported restless sleep most of the time had 14.9% and 
25.2% less weekly minutes of moderately vigorous physical 
activity, respectively. After adjusting for potential demographic 
confounders (age, sex, and race), the trend became stronger 
for spending less time in moderately vigorous physical activ-
ity with more frequently reported restless sleep (P for trend 
< 0.001). Compared to the reference group, which reported 
restless sleep rarely/none of the time, participants who report-
ed restless sleep for much of the time and most/all of the time 
had 23.8% and 36.3% less likely weekly, moderately vigor-
ous physical activity, respectively. This translates to 19 and 
29 fewer minutes of weekly, moderately vigorous physical ac-
tivity for each restless sleep group compared to the reference 
group (reporting restless sleep rarely/none of the time), who 
participated in an average of 80 minutes of weekly, moder-
ately vigorous physical activity. The trend toward significance 
persisted with additional adjustment for potential confounders 
relating to general health, pain, and knee OA severity (P for 
trend 0.020). When we evaluated if energy and high depres-
sive symptoms mediate this relationship, we demonstrated 
that adjusting for these variables largely attenuated the rela-
tionship between increased frequency of restless sleep and 
less time spent in moderately vigorous physical activity with 
individuals with restless sleep much of the time and individuals 
with restless sleep most of the time, respectively, performing 
2.0% (95% confidence interval [95% CI] −17.3%, 25.7%) and 
1.8% (95% CI −20.0%, 29.7%) more physical activity (P for 

trend 0.950).

Table 2. Difference in weekly, moderately vigorous physical activity minutes compared to restless sleep rarely or none of the time (n = 1, 892)*

Rarely/none 
of the time

(<1 day)
Some of the time

(1–2 days)
Much of the time

(3–4 days)
Most/all of the time

(5–7 days) P for trend

Unadjusted model, % ref. −1.1 (−14.5, 14.4) −14.9 (−33.5, 9.0) −25.2 (−43.1, −1.7) 0.019
Adjusted model 1, %† ref. −1.5 (−13.2, 11.7) −23.8 (−38.5, −5.6) −36.3 (−49.7, −19.3) <0.001
Adjusted model 2, % ‡ ref. 4.9 (−7.0, 18.4) −12.4 (−28.7, 7.7) −20.4 (−36.8, 0.3) 0.020

* Except where indicated otherwise, values are the percentage difference (95% confidence interval) for each restless sleep category com-
pared to rarely or none of the time. ref. = reference. 
† Adjusted for age, sex, and race. 
‡ Adjusted for model 1 and body mass index, Kellgren/Lawrence grade, Charlson comorbidity index. 
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Discussion

In this study, we evaluated the relationship between the 
frequency of self-reported restless sleep and objectively mea
sured physical activity in adults with or at high risk for knee OA. 
We demonstrated a significant trend between greater frequency 
of restless sleep and less time engaged in moderately vigorous 
physical activity after adjusting for potential demographic and 
medical confounders. The difference in physical activity was at-
tenuated by differences in how often participants reported hav-
ing a lot of energy and the frequency of participants reporting 
high depressive symptoms.

Previous studies in general adult populations have examined 
the relationship between sleep quality and physical activity and 
found a bidirectional relationship: participants with higher levels 
of physical activity are less likely to report sleep complaints and, 
conversely, better sleep efficiency is associated with more daily 
physical activity (6,17). A study by Mesci et al is the only study 
that we are aware of that has examined the relationship between 
sleep quality and physical activity in individuals with knee OA; 
however, in contrast to our study, the study by Mesci et al did not 
find an association between self-reported sleep quality (as mea
sured by the Pittsburgh Sleep Quality Index) and physical activity 
(classified by meeting physical activity guidelines by self-report) 
(18). The Pittsburgh Sleep Quality Index evaluates several different 
sleep components, whereas our study focused solely on restless 
sleep. In addition, our study objectively measured physical activity 
and was analyzed on a continuous scale, which most likely yields 
more powerful data than the self-reported, categorical physical 
activity classification used in the study by Mesci and colleagues.

Our study demonstrated that depression and energy were 
important mediators in the relationship between restless sleep and 
physical activity. Prior studies have shown that increased fatigue is 
associated with reduced physical activity in individuals with knee 
or hip osteoarthritis and fatigue (19). It is likely that participants 
who reported restless sleep experience significant fatigue. Fatigue 
and depression may be part of the causal pathway explaining the 
mechanism by which restless sleep resulted in decreased physi-
cal activity. Individuals with major depressive disorder are known 
to have decreased physical activity compared to individuals with-
out depression (10). Among individuals with knee OA, sleep dis-
turbance is known to exacerbate depression in those with high 
levels of pain (5). It is likely that increased depressive symptoms 
and low energy are both part of the causal pathway partially ex-
plaining the relationship between restless sleep and decreased 
physical activity; however, individuals who are physically inactive 
may experience more restless sleep and low energy and be more 
vulnerable to depression as a result of low levels of physical ac-
tivity. Thus the relationships are likely to be bidirectional. Future 
research should explore if improving sleep quality may help in-
dividuals experience less depressive symptoms and have more 

energy, resulting in more participation in physical activity. Future 
studies could also more fully evaluate how fatigue and depression 
mediate the relationship between sleep and physical activity.

Our study had some limitations. Due to log adjustments for 
skewed data, we were unable to directly transform the results of 
the regression analyses back to absolute minutes, limiting our 
results to percent difference between restless groups. CES-D 
has not previously been examined as a measure of sleep quality, 
and information regarding sleep duration was unavailable. We 
are not aware of any studies validating using the SF-12 question 
as a measure of energy, or any studies validating the CES-D 
using 19 of the 20 questions. Although we adjusted for known 
confounders (e.g., demographic, medical covariates including 
depression), some of the differences in physical activity may be 
explained by residual confounding between the groups. Final-
ly, we were unable to assess the temporal relationship between 
restless sleep and physical activity, given the cross-sectional na-
ture of this analysis. Future studies are needed to better charac-
terize the bidirectional relationship between sleep and physical 
activity. Strengths of our study include a large cohort with objec-
tively measured physical activity.

In conclusion, we demonstrated a significant relationship be-
tween greater frequency of restless sleep and less time engaged 
in moderately vigorous physical activity among participants with 
or at high risk for knee OA. Future research is needed to charac-
terize mechanisms of how poor sleep quality might result in less 
physical activity or vice versa, and to determine if improvement of 
sleep quality alone or in conjunction with other interventions can 
increase physical activity in those with restless sleep.

AUTHOR CONTRIBUTIONS

All authors were involved in drafting the article or revising it critically 
for important intellectual content, and all authors approved the final ver-
sion to be submitted for publication. Dr. Gilbert had full access to all of 
the data in the study and takes responsibility for the integrity of the data 
and the accuracy of the data analysis.
Study conception and design. Gilbert, Kwoh, Dunlop, Chang.
Acquisition of data. Song, Semanik, Kwoh, Dunlop.
Analysis and interpretation of data. Gilbert, Lee, Song, Semanik, 
Ehrlich-Jones, Kwoh, Dunlop, Chang.

REFERENCES
	1.	 Deshpande BR, Katz JN, Solomon DH, Yelin EH, Hunter DJ, Messier 

SP, et al. The number of persons with symptomatic knee osteoar-
thritis in the United States: impact of race/ethnicity, age, sex, and
obesity. Arthritis Care Res (Hoboken) 2016;68:1743–50.

	2. Kretzschmar M, Lin W, Nardo L, Joseph GB, Dunlop DD, Heilmeier
U, et al. Association of physical activity measured by accelerometer,
knee joint abnormalities, and cartilage T2 measurements obtained
from 3T magnetic resonance imaging: data from the Osteoarthrtits
Initiative. Arthritis Care Res (Hoboken) 2015;67:1272–80.

	3. Hochberg MC, Altman RD, April KT, Benkhalti M, Guyatt G,
McGowan J, et al. American College of Rheumatology 2012 rec-
ommendations for the use of nonpharmacologic and pharmacologic



GILBERT ET AL 692    |

therapies in osteoarthritis of the hand, hip, and knee. Arthritis Care 
Res (Hoboken) 2012;64:465–74.

	4.	 Dunlop DD, Song J, Semanik PA, Chang RW, Sharma L, Bathon 
JM, et al. Objective physical activity measurement in the osteoar-
thritis initiative: are guidelines being met? Arthritis Rheum 2011;63:​
3372–82.

	5.	 Parmelee PA, Tighe CA, Dautovich ND. Sleep disturbance in oste-
oarthritis: linkages with pain, disability, and depressive symptoms. 
Arthritis Care Res (Hoboken) 2015;67:358–65.

	6.	 Kline CE. The bidirectional relationship between exercise and sleep: 
implications for exercise adherence and sleep improvement. Am J 
Lifestyle Med 2014;8:375–9.

	7.	 Vitiello MV, Rybarczyk B, Von Korff M, Stepanski EJ. Cognitive be-
havioural therapy for insomnia improves sleep and decreases pain in 
older adults with co-morbid insomnia and osteoarthritis. J Clin Sleep 
Med 2009;5:355–62.

	8.	 Holfeld B, Ruthig JC. A longitudinal examination of sleep quality 
and physical activity in older adults. J Appl Gerontol 2014;33:​
791–807.

	9.	 Vitiello MV, McCurry SM, Shortreed SM, Baker LD, Rybarczyk BD, 
Keefe FJ, et al. Short-term improvement in insomnia symptoms 
predicts long-term improvements in sleep, pain, and fatigue in older 
adults with comorbid osteoarthritis and insomnia. Pain 2014;155:​
1547–54.

	10.	Schuch F, Vancampfort D, Firth J, Rosenbaum S, Ward P, Reichert 
T, et al. Physical activity and sedentary behavior in people with major 
depressive disorder: a systematic review and meta-analysis. J Affect 
Disord 2017;210:139–50.

	11.	Nevitt MC, Felson DT, Lester G. The Osteoarthritis Initiative Proto-
col for the Cohort Study. URL: https://oai.epi-ucsf.org/datarelease/
docs/StudyDesignProtocol.pdf.

	12.	Smarr KL, Keefer AL. Measures of depression and depressive symp-
toms: Beck Depression Inventory-II (BDI-II), Center for Epidemiolog-
ic Studies Depression Scale (CES-D), Geriatric Depression Scale 
(GDS), Hospital Anxiety and Depression Scale (HADS), and Pa-
tient Health Questionnaire-9 (PHQ-9). Arthritis Care Res (Hoboken) 
2011;63 Suppl:S454–66.

	13.	Song J, Semanik P, Sharma L, Chang RW, Hochberg MC, Mysiw 
WJ, et al. Assessing physical activity in persons with knee osteoar-
thritis using accelerometers: data from the Osteoarthritis Initiative. 
Arthritis Care Res (Hoboken) 2010;62:1724–32.

	14.	Troiano RP, Berrigan D, Dodd KW, Masse LC, Tilert T, McDowell M. 
Physical activity in the United States measured by accelerometer. 
Med Sci in Sports Exec 2008;40:181–8.

	15.	Vittinghoff E. Regression methods in biostatistics : linear, logistic, 
survival, and repeated measures models. 2nd ed. New York: Spring-
er; 2012.

	16.	Lee J, Song J, Hootman JM, Semanik PA, Chang RW, Sharma L,  
et al. Obesity and other modifiable factors for physical inactivity 
measured by accelerometer in adults with knee osteoarthritis. Arthri-
tis Care Res (Hoboken) 2013;65:53–61.

	17.	Hartescu I, Morgan K, Stevinson CD. Sleep quality and recom-
mended levels of physical activity in older people. J Aging Phys Act 
2016;24:201–6.

	18.	Mesci E, Icagasioglu A, Mesci N, Turgut ST. Relation of physical ac-
tivity level with quality of life, sleep and depression in patients with 
knee osteoarthritis. North Clin Istanb 2015;2:215–21.

	19.	Murphy SL, Alexander NB, Levoska M, Smith DM. Relationship 
between fatigue and subsequent physical activity among older 
adults with symptomatic osteoarthritis. Arthritis Care Res (Hoboken) 
2013;65:1617–24.

https://oai.epi-ucsf.org/datarelease/docs/StudyDesignProtocol.pdf
https://oai.epi-ucsf.org/datarelease/docs/StudyDesignProtocol.pdf


693  

Arthritis Care & Research
Vol. 73, No. 5, May 2021, pp 693–701
DOI 10.1002/acr.24179
© 2020, American College of Rheumatology

Precision Medicine Approach to Develop and Internally 
Validate Optimal Exercise and Weight-Loss Treatments for 
Overweight and Obese Adults With Knee Osteoarthritis: 
Data From a Single-Center Randomized Trial
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Objective. To apply a precision medicine approach to determine the optimal treatment regime for participants 
in an exercise (E), dietary weight loss (D), and D + E trial for knee osteoarthritis that would maximize their expected 
outcomes.

Methods. Using data from 343 participants of the Intensive Diet and Exercise for Arthritis (IDEA) trial, we applied 
24 machine-learning models to develop individualized treatment rules on 7 outcomes: Short Form 36 physical 
component score, weight loss, Western Ontario and McMaster Universities Osteoarthritis Index (WOMAC) pain/
function/stiffness scores, compressive force, and interleukin-6 level. The optimal model was selected based on 
jackknife value function estimates that indicate improvement in the outcomes if future participants follow the estimated 
decision rule compared to the optimal single, fixed treatment model.

Results. Multiple outcome random forest was the optimal model for the WOMAC outcomes. For the other outcomes, 
list-based models were optimal. For example, the estimated optimal decision rule for weight loss indicated assigning 
the D + E intervention to participants with baseline weight not exceeding 109.35 kg and waist circumference above 
90.25 cm, and assigning D to all other participants except those with a history of a heart attack. If applied to future 
participants, the optimal rule for weight loss is estimated to increase average weight loss to 11.2 kg at 18 months, 
contrasted with 9.8 kg if all participants received D + E (P = 0.01).

Conclusion. The precision medicine models supported the overall findings from IDEA that the D + E intervention 
was optimal for most participants, but there was evidence that a subgroup of participants would likely benefit more 
from diet alone for 2 outcomes.

INTRODUCTION

Knee osteoarthritis (OA) is one of the most common forms 
of arthritis worldwide, accounting for a significant proportion of 
pain and disability in the adult population (1). Known risk factors 
for knee OA include older age (especially ≥55 years), increased 
body weight, previous joint injury, and genetics (2). Clinical trials 
in overweight and obese adults with symptomatic knee OA have 

shown that weight loss and exercise interventions can improve 
pain and function, although not all individuals achieve a similar 
amount of benefit (3–5). Overweight and obese patients with knee 
OA will want to know whether they need to diet and exercise, or 
whether exercise or diet alone would be sufficient. Likewise, clini-
cians would value additional insights into which specific therapies 
are most likely to benefit particular patients in a given situation. 
To address these questions, we used machine learning tools to 
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develop and internally validate the optimal precision medicine 
treatment regime using OA clinical trial data and simulations that 
would maximize expected clinical outcomes.

A precision medicine approach incorporates patient heteroge-
neity to inform clinical decisions (see Supplementary Table 1 in the 
Supplementary Materials, available on the Arthritis Care & Research 
website at http://onlin​elibr​ary.wiley.com/doi/10.1002/acr.24179/​
abstract, for brief explanations of statistical terms and abbreviations 
used throughout this article). In many routine clinical settings, all 
patients with a given condition commonly receive the same treat-
ment, despite the fact that treatment effectiveness differs by indi-
vidual. Precision medicine is able to leverage the abundant patient 
information collected in the clinical setting (e.g., demographic and 
social economic characteristics, clinical history and physical exam-
ination findings, laboratory results, and in some cases even med-
ical imaging and genetic traits) in the decision-making process 
about who should receive what treatment at what time. The preci-
sion medicine approach  involves a function called a decision rule 
that maps individual characteristics to a recommended interven-
tion. The decision rules are estimated by machine learning models, 
which have been recommended to aid clinical decision-making (6). 
Although many decision rules could potentially map patient infor-
mation to a treatment, an optimal treatment rule (or optimal treat-
ment regime) can be identified that maximizes the expected clinical 
outcomes of interest, thus serving to provide the optimal treatment 
recommendation to a patient population of interest (7).

We used the precision medicine approach to develop and 
internally validate the optimal exercise and weight-loss regimen for 
individuals with knee OA using data collected during the Intensive 
Diet and Exercise for Arthritis (IDEA) trial. The IDEA trial compared 
3 randomized interventions over 18 months: 1) exercise (E) alone, 
considered the standard of care as a control group, 2) diet (D) with 
the goal of a 10% reduction in body weight, and 3) diet plus exer-
cise (D + E), in overweight or obese adults with knee OA (3). IDEA 
results showed that, compared to exercise alone, participants 
randomized to the D and D + E groups had greater weight loss 
and greater reductions in interleukin-6 (IL-6). The other primary 

outcome, knee compressive force, was significantly reduced in 
the D group but not the D + E group. Self-reported pain and func-
tion scores improved more in the D + E group. Not unexpectedly, 
there was a variable response to each intervention among study 
participants, and those who lost more weight demonstrated more 
improvements in function, pain, knee compressive force, and IL-6 
levels (3,5), independent of group assignment. We hypothesized 
that 1 or more of these variables could be used to determine an 
optimal treatment regime that would indicate which individuals 
would benefit the most (in terms of specific outcomes) from a 
given intervention when compared to assigning all individuals to 
just 1 of the 3 interventions.

MATERIALS AND METHODS

Participants. IDEA was an assessor-blinded, single-center 
randomized trial conducted during 2006–2011 at Wake Forest 
University and Wake Forest School of Medicine. Details of the 
study design and the results for the main outcomes have been 
previously published (3,8). Briefly, IDEA included 454 overweight 
and obese individuals (body mass index between 27 and 41) 
with mild or moderate symptomatic knee OA in 1 or both knees. 
Participants were ambulatory, sedentary, community-dwelling 
individuals ages ≥55 years with pain on most days due to knee 
OA. Measures (76 covariates) relevant to participant demograph-
ics, knee OA, and its effects on pain and function were collected 
at baseline, with selected outcome measures also obtained at 
6 months (not used in this study) and 18 months.

Data preprocessing. The initial precision medicine analysis 
used 5 of the 7 clinical outcomes at 18 months that would be 
easiest for a clinician to obtain in a practice setting: weight loss 
since baseline, Western Ontario and McMaster Universities Oste-
oarthritis Index (WOMAC) pain, function, and stiffness scores, and 
the Short Form 36 physical component score (PCS). Of the 454 
participants who entered the trial, 399 completed the 18-month 
study. Because observed outcomes provide important informa-
tion that drives the decision rule, we excluded participants miss-
ing 1 or more outcomes at 18 months, leaving 343 participants 
(Table 1). Dimension reduction was applied to control overfitting 
and extract the important features of the original 76 covariates at 
baseline, from which 15 covariates (Table 1) were chosen based 
on 3 criteria: 1) <15% missing data, 2) data that were clinically 
important and potentially measurable in clinical practice, and 3) 
statistically important data as determined by the variable impor-
tance measure from random forests (9). Selected covariates 
were then imputed via a nonparametric random forests method 
called missForest (10), which does not require assumptions about 
the data distribution, avoids cross validation, and can be applied 
to high-dimensional mixed-type data of unequal scales. Last, 
categorical variables were conformed and dichotomized, and all 
outcomes were transformed such that higher values represented 

SIGNIFICANCE & INNOVATIONS
•	 Diet and exercise or diet alone can benefit over-

weight or obese individuals with knee osteoarthritis 
(OA), although the response varies, suggesting that 
there may be subgroups who would achieve more 
benefit from a specific intervention.

•	 This study is the first to apply precision medicine–
based machine learning approaches to clinical trial 
data in knee OA.

•	 These approaches identified subgroups of patients 
for whom a precision medicine decision rule would 
lead to improved outcomes over assignment of all 
individuals to the combined exercise and weight-
loss intervention.

http://onlinelibrary.wiley.com/doi/10.1002/acr.24179/abstract
http://onlinelibrary.wiley.com/doi/10.1002/acr.24179/abstract
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improvements in the outcomes. All baseline covariates were 
standardized to the standard normal distribution to avoid artifacts 
from differences in scaling due to the potential for varying scales to 
create misleading values of coefficients in models such as penal-
ized regression. Missing data were investigated in the original IDEA 
study with multiple imputation analysis, which “revealed minimal 
differences from [the] original intention-to-treat analysis” (3). Fur-
ther details on data cleaning, dimension reduction, and missing 
data and imputation are provided in the Supplementary Materials, 
available on the Arthritis Care & Research website at http://onlin​e​
libr​ary.wiley.com/doi/10.1002/acr.24179/​abstract.

A second analysis used all 7 outcomes, which included the 
2 mechanistic outcomes (knee compressive force and plasma 
IL-6) at 18 months. This analysis was considered so as not to 
overlook any potentially valuable information from the 2 mechanis-
tic outcomes, although such outcomes are not patient-reported 
or as easily obtainable in clinical practice as the other outcomes. 
We cleaned and imputed the second input data set (Table 1) and 
applied the same preprocessing procedure as described above. 
Values for IL-6 at 18 months were log-transformed in the analyses 
due to right-skewness and exponentiated back to original values 
during testing and optimal estimation.

Training process and performance. After the input data 
were cleaned and preprocessed, a total of 24 machine learn-
ing models were implemented (Table 2). They were selected spe-
cifically to suit the IDEA data, which represent a single-decision 
setting. The candidate models can be summarized in the follow-
ing categories: penalized linear regression (models 1–4), ensem-
ble learning of decision trees (models 5–7), tree-based dynamic 
treatment regime (models 8–20), support vector machine-based 
learning (models 21–23), and Bayesian model (model 24). Our 
selection of models covered both conventional and emerging 
concepts in the statistical literature; the rationale for each model 
choice is included in the Supplementary Materials, available on the 
Arthritis Care & Research website at http://onlin​elibr​ary.wiley.com/
doi/10.1002/acr.24179/​abstract. In addition to the precision med-
icine models, we investigated 3 zero-order models (ZOMs), which 
assigned just q of the treatments (E, D, and D + E) to all par-
ticipants (models 25–27). ZOMs are named after zero-order 

processes, which are fixed decision rules that do not change by 
individual.

Twenty-four machine-learning models and the 3 ZOMs, for 
a total of 27 models, provided estimated individualized treatment 
rules (ITRs), which were compared based on estimated value 
functions separately for each outcome. The value function is a 
scalar measure of performance for each ITR that evaluates the 
expectation of an outcome if future patients followed the esti-
mated decision rule that is derived from training input data. A 
higher value function indicates a higher quality of the estimated 
ITR and more benefit to future patients in terms of that outcome. 
Hence, a learning model that maximizes the value estimate with 
small variation would be preferred. Mathematical definitions of the 
true and estimated value functions can be found in the subsec-
tion Value Function of the Supplementary Materials, available on 
the Arthritis Care & Research website at http://onlin​elibr​ary.wiley.
com/doi/10.1002/acr.24179/​abstract. The value estimates are 
usually derived from model evaluation techniques, such as cross 
validation. A simple cross validation procedure that splits the sam-
ple data into 1 training and 1 testing set would usually generate 
biased, ungeneralizable results. An alternative is K-fold cross val-
idation, which refers to training ITRs on K – 1 of the randomly 
divided folds and testing the performance and generalization of 
ITRs on the 1 remaining fold. This process is repeated until every 
fold has been tested.

We used the jackknife method to estimate the bias and SE 
of the estimated value function used for model selection. The 
jackknife is a leave-one-out cross validation or n-fold cross 
validation method, where each individual serves as a fold, so 
the training sample leaves 1 observation out at a time (11). We 
chose the jackknife estimator because it requires weak assump-
tions (i.e., unrestricted shape of the probability distribution as 
long as the observations are independently and identically dis-
tributed) and is approximately unbiased for the true prediction 
error (12). In addition, stratified 10-fold cross validations were 
also performed to check the stability of jackknife value function 
estimates and to compare test results. Such validation methods 
(jackknife and cross validation) as well as simulation experiments 
accommodate for internal validation to prevent overfitting. More 
details on the jackknife and cross validation estimators as well 

Table 1.  Description of input data sets used in the analyses*

Input data 1  
(n = 343)

Input data 2  
(n = 293)

Outcomes at 
18 months

(n = 5) PCS, weight loss since baseline, WOMAC pain score, 
WOMAC function score, WOMAC stiffness score

(n = 7) PCS, weight loss since baseline, WOMAC pain score, 
WOMAC function score, WOMAC stiffness score, 
compressive force, plasma IL-6

Baseline 
covariates

(n = 15) ABC, BMI, walking distance, WOMAC function 
score, gait, heart attack, hip circumference, WOMAC 
pain score, PCS, average walking speed, WOMAC 
stiffness score, waist circumference, whole body lean 
DXA, whole body fat DXA, weight, randomization group

(n = 17) ABC, BMI, walking distance, WOMAC function score, 
gait, heart attack, hip circumference, IL-6, WOMAC pain score, 
PCS, average walking speed, WOMAC stiffness score, waist 
circumference, whole body lean DXA, whole body fat DXA, 
whole body percentage fat DXA, weight, randomization group

* ABC = activities-specific balance confidence scale; BMI = body mass index; DXA = dual-energy X-ray absorptiometry; IL = interleukin; PCS = 
physical component score; WOMAC = Western Ontario and McMaster Universities Osteoarthritis Index. 

http://onlinelibrary.wiley.com/doi/10.1002/acr.24179/abstract
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as simulations on their theoretical properties may be found in 
the subsections The Jackknife and Stratified Cross Validation in 
the Supplementary Materials, available on the Arthritis Care & 
Research website at http://onlin​elibr​ary.wiley.com/doi/10.1002/
acr.24179/​abstract.

Testing process and model selection. We applied all 
27 candidate models to each outcome for training, recorded their 
estimated decision rules, and compared the jackknife value func-
tion estimators and their SEs in the testing process. For each out-
come separately, the optimal precision medicine model (PMM) was 

Table 2.  Listing of precision medicine–based machine-learning models and zero-order models used in the analyses*

Model Parameters Model no.
Penalized regression (refs. 19,20) Lasso, α = 1 1

Ridge, α = 0 2
Elastic net, α = 0.5 3

Kernel ridge regression (ref. 21) Gaussian kernel 4
Random forests (ref. 9) Rules based on each individual outcome 5

Number of trees = 500 Rules based on a weighted outcome of weight loss, pain, and function 6
Reinforcement learning trees (ref. 22) Number of trees = 50 7
List-based dynamic treatment regime (ref. 21) Embedded with Kernel ridge regression; no. of nodes = 2, 3, 5, 10 8, 9, 10, 11

Embedded with random forests; no. of nodes = 2, 3, 5, 10 12, 13, 14, 15
Embedded with super learning; no. of nodes = 2, 3, 5, 10 16, 17, 18, 19
Embedded with elastic net; no. of nodes = 10 20

Residual weighted learning (ref. 23) Linear kernel 21
Polynomial kernel with 2nd order 22
Polynomial kernel with 3rd order 23

Bayesian additive regression trees (ref. 24) No. of trees = 500; no. of draws = 5,500 (including 500 burn-ins) 24
Zero-order model Always assign to E 25

Always assign to D 26
Always assign to D + E 27

* ref. = reference.

Table 3.  Descriptive characteristics of baseline input data sets*

Characteristic
Input data 1 

(n = 343)
Input data 2  

(n = 293)
Overall 

(n = 399)
Randomization group

Exercise 111 (32) 99 (34) 135 (34)
Diet 116 (34) 95 (32) 129 (32)
Diet and exercise 116 (34) 99 (34) 136 (34)

Age, mean ± SD years 65.6 ± 6.1 65.9 ± 6.2 65.9 ± 6.2
Weight, mean ± SD kg 92.1 ± 14.5 92.0 ± 14.8 92.4 ± 14.6
Body mass index, mean ± SD kg/m2 33.4 ± 3.8 33.3 ± 3.8 33.5 ± 3.7
Female 251 (73) 211 (72) 291 (73)
Race

African American 57 (17) 47 (16) 68 (17)
White 286 (83) 246 (84) 332 (83)

Education
High school 100 (29) 84 (29) 117 (29)
College 164 (48) 142 (48) 194 (49)
Post college 77 (22) 65 (22) 87 (22)
Missing 2 (1) 2 (1) 2 (<1)

Smoking
Never 196 (57) 169 (58) 229 (57)
Former 132 (38) 112 (38) 153 (38)
Current 10 (3) 8 (3) 12 (3)
Missing 5 (1) 4 (1) 6 (2)

Alcohol
Never 66 (19) 60 (20) 77 (19)
Former 69 (20) 51 (17) 83 (21)
Current 199 (58) 174 (59) 229 (57)
Missing 9 (3) 8 (3) 11 (3)

Marital status
Presently married or in a marriage-like relationship 239 (70) 208 (71) 276 (69)
Never married, divorced, separated, widowed 103 (30) 85 (29) 123 (31)
Missing 1 (<0.5) – 1 (<0.5)

* Values are the number (%) unless indicated otherwise. 

http://onlinelibrary.wiley.com/doi/10.1002/acr.24179/abstract
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the model with the highest estimated value function with a smaller SE 
among the 24 machine learning models, i.e., its decision rule would 
bring the highest reward to future patients with small uncertainty 
in the value estimate. We found that, in general, SEs of the value 
estimators on the same outcome did not differ substantially across 
candidate models, so we focused on the value estimators. Similarly, 
the optimal ZOM is the model with the highest value estimate and 
relatively small SE from the 3 ZOMs. We performed a 2-sample Z 
test to compare the optimal PMM with the optimal ZOM (details 
in the subsection Model Selection in the Supplementary Materi-
als, available on the Arthritis Care & Research website at http://
onlin​elibr​ary.wiley.com/doi/10.1002/acr.24179/​abstract). After out-
comes with statistically significant results were found, we estimated 
the decision rule of the optimal PMM trained on the entire data set 
(without jackknife validation), which served as the final data-driven, 
precision medicine–based treatment recommendation.

Multiple outcomes. To account for potential correlations 
among outcomes, we derived optimal treatment rules based on 
a weighted sum across multiple outcomes. A minimax algorithm 
was proposed to optimize data-driven weights for the 3 outcomes 
of greatest interest: weight loss since baseline, WOMAC pain sub-
score, and WOMAC function subscore at 18 months. To reduce 
computational time, we used a coarse-to-fine grid search with ran-
dom forests models to determine the weight combination that max-
imized the lowest jackknife value function estimates among the 3 

outcomes, hence the name “minimax” (details in the subsection 
Multiple Outcomes in the Supplementary Materials, available on the 
Arthritis Care & Research website at http://onlin​elibr​ary.wiley.com/
doi/10.1002/acr.24179/​abstract). The selected minimax weights 
were then used to create a composite outcome, i.e., the weighted 
sum of weight loss, pain, and function scores, to train a random 
forests model (model 6) and estimate the optimal treatment rule. 
The random forest model contrasts with the other models discussed 
above where the precision medicine treatment rule was trained on a 
single outcome, while all models were tested on a single outcome.

All analyses were performed with R software, version 3.4.4 
(13). Information on specific packages can be found in the sub-
section Choice of Models in the Supplementary Materials, avail-
able on the Arthritis Care & Research website at http://onlin​elibr​
ary.wiley.com/doi/10.1002/acr.24179/​abstract. Because these 
analyses were exploratory in nature, the significance level was 
relaxed to 0.10. A complete outline of the entire precision med-
icine approach is shown in Supplementary Figure 1, available at 
http://onlin​elibr​ary.wiley.com/doi/10.1002/acr.24179/​abstract.

RESULTS

Participant characteristics. Descriptive characteristics 
for the 2 input data sets, as well as the full data set with all 399 
participants who finished 18 months of follow-up, are summarized 
in Table 3. In general, baseline characteristics of participants with 

Table 4.  Comparison between the optimal zero-order model (ZOM) and the optimal precision medicine model 
(PMM) for each outcome*

Data set and outcomes 
(18 months)

Optimal 
ZOM

Optimal 
PMM†

Estimated value  
(optimal PMM)

Relative 
increment‡ P§

Input data 1 (n = 343)
Physical component score D + E Model 10 45.47 0.10 0.88
Weight loss since baseline D + E¶ Model 10¶ 11.21¶ 1.45¶ 0.01¶
WOMAC pain score D + E Model 15 3.25 0.02 0.38
WOMAC function score D + E Models 1 and 12 12.63 0.00 1.00
WOMAC stiffness score D + E Model 23 2.12 0.03 0.86

Input data 2 (n = 293)
Compressive force D Model 9 2,336.21 21.74 0.73
IL-6 level D Model 12¶ 2.29¶ 0.26¶ 0.09¶
Physical component score D + E Model 7 46.46 0.96 0.24
Weight loss since baseline D + E Model 7¶ 11.76¶ 1.31¶ 0.06¶
WOMAC pain score D + E Model 9 3.24 0.08 0.59
WOMAC function score D + E Models 1 and 12–15 12.58 0.00 1.00
WOMAC stiffness D + E Model 8 2.08 0.04 0.31

* IL = interleukin; WOMAC = Western Ontario and McMaster Universities Osteoarthritis Index.
† This table focuses on modeling on individual outcomes. The precision medicine model selection was among 23 
models in Table 2, excluding model 6 (the results of which are shown in Table 5). Models 1–4 are penalized regression 
models. Models 5 and 7 are random forests and reinforcement learning trees. Models 8–11, models 12–15, and 
models 16–19 are, respectively, kernel ridge regression, random forests, and super learning list-based dynamic 
treatment regimes (DTRs) with 2, 3, 5, and 10 nodes. Model 20 is an elastic net list-based DTR with 10 nodes. Models 
21–23 are residual weighted learning of different kernels, and model 24 is a Bayesian regression model. 
‡ Relative increment is the jackknife estimated value function of the optimal PMM minus the jackknife estimated value 
function of the optimal ZOM, the increment in future expected outcome based on the optimal PMM relative to the 
optimal ZOM. 
§ P value from the Z test (details in the Supplementary Materials, available on the Arthritis Care & Research website at
http://onlin​elibr​ary.wiley.com/doi/10.1002/acr.24179/​abstract). 
¶ Statistically significant. 
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available data were evenly distributed across the 3 intervention 
groups, as would be expected from a randomized clinical trial. 
There were no differences in selected baseline characteristics for 
participants with or without missing outcome data.

The optimal ZOM. Considering the 3 ZOMs, we found that 
the optimal ZOM model assigned every individual to D + E for all 5 
clinical outcomes: weight loss since baseline, WOMAC pain, func-
tion, and stiffness scores, and PCS at 18 months (Table 4). Treat-
ment D was the optimal ZOM for the 2 mechanistic outcomes: 
knee compressive force and plasma IL-6 level at 18 months.

The optimal PMM. The random forests model with min-
imax weights (model 6) was the optimal PMM for each of the 3 
WOMAC subscores, regardless of input data (Table 5). For the 
rest of the outcomes (Table 4), list-based models (models 9–13) 
and reinforcement learning trees (model 7) were optimal among 
the 24 PMMs.

The optimal ZOM versus the optimal PMM. The rela-
tive increments between the estimated value functions of the opti-
mal PMM and those of the optimal ZOM were positive (Table 4), 
indicating that the optimal PMM outperformed the optimal ZOM 
for all outcomes. According to the Z test, such improvement of 
the optimal PMMs compared to the optimal ZOMs was significant 
both for weight loss since baseline and for IL-6 levels (Table 4). We 
investigated these 2 outcomes further.

For weight loss between baseline and 18 months, the 
application of our precision medicine approach showed that 

future patients are estimated to lose 11.2 kg of weight on aver-
age between baseline and 18 months, according to the opti-
mal PMM (list-based dynamic treatment regime with at most 
5 nodes). This is an average of 1.4 kg more weight loss than 
if all patients had received D + E, the optimal ZOM (significant 
improvement, P = 0.01). Trained on input data 1 as a whole, 
the estimated optimal decision regime for weight loss would 
recommend intervention D + E to patients who meet either of 
the following 2 conditions: 1) if, at baseline, weight does not 
exceed 109.35 kg and waist circumference is above 90.25 cm, 
or 2) if, at baseline, weight is >109.35 kg or waist circumference 
does not exceed 90.25 cm, and they have reported a prior heart 
attack. If neither of these conditions are met, the recommenda-
tion is treatment D. The visualization of this optimal rule can be 
found in Figure 1A.

For IL-6, the application of our precision medicine approach 
showed that future patients are estimated to decrease IL-6 to 2.29 
pg/ml on average at 18 months, according to the optimal PMM 
(list-based dynamic treatment regime with at most 2 nodes). This 
is an average of 0.26 pg/ml more reduction than if all patients had 
received D, the optimal ZOM (significant improvement, P = 0.09). 
Trained on input data 2, the estimated optimal treatment rule for 
IL-6 assigned D + E to patients who meet the following condi-
tion: if, at baseline, IL-6 does not exceed 4.5 pg/ml and WOMAC 
function score is >12.5. If this condition is not met, patients would 
be assigned to treatment D (Figure 1B). As evidence of stability, 
we found similar patterns and similar conclusions for weight loss 
and IL-6 using the stratified 10-fold cross validation (see the sub-
section Stratified Cross Validation in the Supplementary Materials, 

Table 5.  Comparison between the optimal zero-order model (ZOM) and the random forest model for 
weighted sum of selected outcomes (model 6)*

Data set and outcomes 
(18 months)

Optimal 
ZOM

Optimal 
PMM

Estimated 
value (optimal 

PMM)
Relative 

increment† P‡
Input data 1 (n = 343)

Physical component score D + E Model 6 45.43 0.05 0.86
Weight loss since baseline D + E§ Model 6§ 10.10§ 0.34§ 0.05§
WOMAC pain score D + E Model 6 3.24 0.03 0.71
WOMAC function score D + E Model 6 12.42 0.21 0.54
WOMAC stiffness score D + E Model 6 2.11 0.03 0.44

Input data 2 (n = 293)
Compressive force D Model 6 2,446.46 –88.50 0.41
IL-6 level D Model 6 2.55 0.01 0.98
Physical component score D + E Model 6 45.70 0.20 0.58
Weight loss since baseline D + E Model 6 10.76 0.32 0.29
WOMAC pain score D + E Model 6 3.23 0.10 0.41
WOMAC function score D + E Model 6 12.26 0.32 0.47
WOMAC stiffness D + E Model 6 2.03 0.09 0.13

* IL = interleukin; PMM = precision medicine model; WOMAC = Western Ontario and McMaster Universities 
Osteoarthritis Index. 
† Relative increment is the jackknife estimated value function of the model 6 optimal PMM minus the 
jackknife estimated value function of the D + E, the increment in future expected outcome based on 
model 6 relative to the optimal ZOM. 
‡ P value from the Z test (details in the Supplementary Materials, available on the Arthritis Care & Research 
website at http://onlin​elibr​ary.wiley.com/doi/10.1002/acr.24179/​abstract). 
§ Statistically significant. 
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available on the Arthritis Care & Research website at http://onlin​e​
libr​ary.wiley.com/doi/10.1002/acr.24179/​abstract).

Multiple outcomes results. The outcomes were pos-
itively correlated to some extent. The highest correlations were 
found among WOMAC scores (pain, function, stiffness) and PCS 
values (Pearson’s correlation coefficients between 0.52 and 0.87). 
For input data 1, the minimax rule selected 0.1, 0.6, and 0.3 as 
data-driven weights for the 3 selected outcomes (weight loss, 

pain, and function, respectively) and 0, 0.32, and 0.68 for input 
data 2, respectively. We did not scale the outcomes but allowed 
the weights to adjust for different scales in the outcomes. Simi-
lar to the Z test comparison in the previous subsection (Table 4), 
we compared the optimal ZOM with 1 PMM: the random for-
ests model trained on the weighted composite outcome (model 6) 
(Table 5). There was evidence of significant improvement of model 
6 relative to the optimal ZOM (D + E) for weight loss since baseline 
for input data 1 (P = 0.05). Although not statistically significant, the 

Figure 1.  Visualization of the estimated optimal decision regimes for outcomes: A, weight loss since baseline; B, interleukin-6 (IL-6) at 18 
months. Scatter plots of data for each individual are color-coded to indicate the optimal treatment group assignment of all individuals in the 
input data (input data 1 for outcome weight loss since baseline, and input data 2 for outcome IL-6 at 18 months). Blue indicates individuals 
who would be assigned to diet only (D) and orange to those assigned to diet plus exercise (D + E). For weight loss since baseline, previous 
heart attack (yes or no) also determined the group assignment and is shown as a checked box for those individuals who met that criterion. The 
horizontal and vertical reference lines indicate the cutoff levels for the variables shown on the horizontal and vertical axis, which determined 
group assignment. WOMAC = Western Ontario and McMaster Universities Osteoarthritis Index.
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remaining outcomes (except compressive force) also expressed 
positive relative improvement in both input data sets. In particu-
lar, model 6 outperformed other PMMs in terms of the estimated 
value function for the 3 WOMAC scores, but not for outcomes 
uncorrelated to the 3 weighed outcomes, which are compressive 
force and IL-6.

DISCUSSION

In this study, we investigated optimal treatment recommen-
dations for older and overweight or obese individuals with knee 
OA using precision medicine and machine learning tools applied 
to data obtained from the IDEA trial. The individual treatment 
decisions obtained from our precision medicine approach are 
data-driven (requiring no strong assumptions), reproducible (with 
careful reporting of the analysis process) (7), and generalizable 
and extendable to other clinical settings (because of rich hetero-
geneity in the clinical input data).

The results of the optimal ZOM, where everyone would 
be assigned to a single intervention, match with those from 
the published IDEA trial (3,8). The assignment of patients to 
the D + E intervention would be expected to result in the opti-
mal improvement in the majority of patients in the clinical out-
comes of weight loss since baseline, WOMAC pain, function, 
and stiffness scores, and PCS, and so should remain the rec-
ommendation of choice. In individuals where the primary goal 
is to reduce systemic inflammation as measured by plasma 
IL-6 levels and/or reduce the knee compressive force, then D 
alone would be the treatment of choice.

The treatment rules of the optimal PMMs suggested that not 
everyone benefits from D + E, even though patients are expected 
to be assigned to this group based on the ZOM. Further improve-
ments in weight loss could be obtained in certain patients selected 
by measures of high baseline weight (>109.35 kg) or low waist cir-
cumference (≤90.25 cm) accompanied by lack of a previous heart 
attack that would result in assigning them to D rather than D + E. 
This treatment would only be a consideration if weight loss alone 
was more important to the patient than the level of improvement 
in pain and function. We can only speculate why people of higher 
weight or relatively lower waist circumference and no history of 
heart attack would benefit more from D than D + E. First, following 
the suggested exercise program may likely be more difficult for 
patients with a higher weight. Second, higher weight with lower 
waist circumference could be seen in individuals who have more 
peripheral adiposity rather than central adiposity. In these cases, 
D could be more effective in losing weight. The finding that our 
results were modified by a history of a heart attack may be that the 
cardiac status of these individuals encourages optimal compliance 
and improves more with the combined D + E than D alone, which 
allows for greater activity levels, resulting in greater weight loss.

The finding that the IL-6 outcome improves more with D 
than D + E in certain individuals is not easily explained. We 

noted that individuals with high baseline IL-6 levels (i.e., >4.5 
pg/ml) or those with low baseline function scores (≤12.5; 
range 0–68) reduced their IL-6 more from diet only. Individu-
als whose IL-6 is not high but who have poorer function are 
recommended to receive both diet and exercise. A decrease 
in IL-6 suggests less systemic inflammation, but there is no 
solid evidence to suggest that exercise would modulate the 
reduction in IL-6 that occurs with dietary weight loss. Because 
all 3 groups received an intervention, the significant differences 
in outcomes noted among the groups at 18 months would 
be unlikely to be due to regression to the mean. Our findings 
that specific subgroups of individuals received more benefit 
from specific interventions argues against the premise that the 
response was simply due to patient perception rather than to 
the intervention itself.

As for the multiple outcomes, comparison between Tables 4 
and 5 suggested that our minimax rule together with the coarse-
to-fine grid search for parameter optimization can be a useful 
way to incorporate multiple outcomes, and combining correlated 
outcomes has the potential for bringing more benefits to patients 
than single outcomes. However, uncorrelated outcomes do not 
benefit from the composite outcome.

Potential limitations of this study include the following. First, 
we were not able to use the information of ~100 of the trial par-
ticipants due to missing outcome data. Although a larger sample 
size should lead to higher power, our 2 input data sets remain 
representative of the overall data, as Table 3 shows. Second, the 
analyses did not include intermediate follow-up data at 6 months. 
Although longitudinal analysis methods could be applied to the 
IDEA data, we were more interested in the final improvements of 
each outcome between the start and the end of the trial and less 
on the intermediate progress. In addition, an additional time point 
shortly after the trial started would not be likely to be influential 
because we expect that the interventions take time to have an 
effect.

Third, there were some covariates with a large propor-
tion of missing data excluded from this analysis. The majority 
of these were measures that would not be routinely collected 
in the clinical setting, such as full-length lower extremity radi-
ographs for alignment, computed tomography for abdominal 
and thigh fat, knee magnetic resonance imaging, and isokinetic 
strength testing. Finally, our results are from a single clinical trial 
of patients with mild-to-moderate symptomatic knee OA (3) 
and may not be generalizable to populations with more severe 
knee OA.

We expect that the following future studies would be use-
ful: 1) Exploring more robust models that directly determine the 
optimal treatment rules. We have observed from the results that, 
in general, machine learning models that predict well do not 
necessarily find the optimal treatment rule. The objectives are 
different: better prediction aims to lower mean squared errors, 
whereas optimal treatment rules aim to increase value functions. 
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For example, there have been recent advances in super learn-
ing that directly learn the optimal treatment regime (14–16), and 
we believe that further such robust models are worth investigat-
ing. 2) Finding optimal treatment regimes in the setting of multi-
ple decision time points, where data can vary regularly by time 
and treatment plans, regimes that can be adjusted periodically 
rather than fixed for the entire intervention period. This process 
would make the individualized treatment recommendations more 
up-to-date and adaptive. There are many dynamic models that 
can be applied to this setting, and we recommend reinforcement 
learning (17) and Gaussian processes (18). 3) Although external 
validation was investigated via simulations (see the Supplemen-
tary Materials, available on the Arthritis Care & Research website 
at http://onlin​e​libr​ary.wiley.com/doi/10.1002/acr.24179/​abstract), 
a new randomized trial on a similar population would be needed 
for external validation of our findings.
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Adherence to Antimalarial Therapy and Risk of Type 2 
Diabetes Mellitus Among Patients With Systemic Lupus 
Erythematosus: A Population-Based Study
Shahrzad Salmasi,1 Eric C. Sayre,2  J. Antonio Aviña-Zubieta,3  John M. Esdaile,3 and Mary A. De Vera1

Objective. To evaluate the association between adherence to antimalarials and type 2 diabetes mellitus (DM) in 
patients with systemic lupus erythematosus (SLE).

Methods. Using administrative health databases in British Columbia, Canada, we conducted a retrospective, 
longitudinal cohort study of patients with incident SLE and incident antimalarial use. We established antimalarial 
drug courses by defining a new course when a 90-day gap is exceeded between refills and we calculated 
proportion of days covered (PDC) for each course. We categorized medication taking as: 1) adherent (PDC ≥0.90), 
2) nonadherent (0 < PDC < 0.90), and 3) discontinuer (no drug). Type 2 DM outcomes were based on outpatient or
inpatient visits, or antidiabetic medication use. We used multivariable Cox proportional hazards models with time-
dependent variables.

Results. Over a median of 4.62 years of follow-up in our incident cohort of 1,498 patients with SLE (90.8% women), 
we recorded 140 incident cases of type 2 DM. Multivariable hazard ratios were 0.61 (95% confidence interval [95% 
CI] 0.40–0.93) for adherent and 0.78 (95% CI 0.50–1.22) for nonadherent, respectively, as compared to discontinuers.

Conclusion. Our findings of a protective effect of adherence to antimalarials in preventing type 2 DM provides 
further support for the importance of adherence to antimalarials to obtain the benefits of therapy.

INTRODUCTION

Systemic lupus erythematosus (SLE) is a chronic systemic 
autoimmune disease affecting most body systems. Antimalarials 
(e.g., hydroxychloroquine and chloroquine) are the cornerstone 
of SLE management with proven effects on improving survival, 
reducing disease activity and flares, and reducing the risks of 
irreversible organ damage, venous thromboembolism, and dys-
lipidemia (1). In addition, antimalarials have been shown to have 
beneficial effects, including prevention of type 2 diabetes melli-
tus (DM), which is both a complication of SLE and a side effect 
of medications (e.g., glucocorticoids) used to manage SLE (2). 
Indeed, a 2015 cohort study of 8,628 incident SLE cases reported 
74% lower risk of incident type 2 DM associated with hydroxy-
chloroquine use (hazard ratio [HR] 0.26, 95% confidence interval 

[95% CI] 0.18–0.37) (2). The protective effect of antimalarials is, 
however, cumulative, highlighting the importance of adherence, 
which is low in SLE. In a 2017 systematic review, we reported anti-
malarial adherence rates as low as 25% among patients (3). In this 
study we aimed to evaluate the association between antimalarial 
adherence and incidence of type 2 DM among patients with SLE.

MATERIALS AND METHODS

Data sources. We used Population Data British Columbia 
(4), which has captured data on outpatient visits (5), hospitaliza-
tions (6), demographic information (7), and vital statistics (8), since 
1990 on the entire population of British Columbia (~5 million res-
idents). We linked these to PharmaNet, which contains complete 
information on all drug prescriptions dispensed outside of the 
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hospital in British Columbia since 1996 (e.g., drug identification 
number, dispensing date, quantity, and duration) (9).

Study design and cohort definition. We conducted a 
retrospective, longitudinal cohort study of adults with incident SLE 
and incident antimalarial use between January 1996 and Decem-
ber 2012. To define incident SLE, we used a 7-year run-in period 
and applied a case definition of the International Classification of 
Diseases, Ninth Revision (ICD-9) code 710.0 at least 2 months 
apart and within a 2-year period by a nonrheumatologist, or 1 
ICD-9 code by a rheumatologist, or 1 ICD-10 code (M32.1, M32.8, 
or M32.9) from hospitalization data. The second date in the pair of 
codes or date of rheumatologist visit/hospitalization was consid-
ered the index SLE date. This SLE definition has been shown to 
have a sensitivity rate of 85%, specificity of 73%, and positive pre-
dictive value of 90% (10). As with prior studies, we applied further 

exclusions to improve specificity. We defined the first antimalarial 
prescription in PharmaNet after the SLE diagnosis as the incident 
prescription and considered both hydroxychloroquine and chloro-
quine. Since it is possible to start therapy as an SLE diagnosis is 
being confirmed, we permitted any antimalarial prescriptions that 
occurred within a 90-day period prior to index SLE date.

Exposure and outcome assessment. To define our study 
exposure of antimalarial adherence, we used PharmaNet data on 
prescription dates and days’ supply and established antimalarial 
drug courses and gaps. A “course” comprised subsequent pre-
scriptions allowing overlaps and permissible gaps of up to 90 days 
(length of 1 prescription cycle in British Columbia) between each 
refill. For each course, we calculated proportion days covered 
(PDC) minus the total number of days with antimalarials divided by 
the length of course (11) and categorized medication taken during 
each as adherent (PDC ≥ 0.90), nonadherent (0 < PDC < 0.90), 
and discontinuer (PDC = 0 during gaps). This approach of opera-
tionalizing antimalarial adherence exposure captures the dynamic 
nature of medication taking and accounts for both components of 
implementation (or execution) of the dosing regimen and persis-
tence with therapy (Figure 1). Our study outcome of interest was 
incident type 2 DM during the follow-up period, which was defined 
using outpatient or hospitalizations (ICD 9/10 codes 250.X, E11.X, 
E14.X) or antidiabetic medication use.

Statistical analysis. We used multivariable Cox pro-
portional hazards models to estimate the association between 
adherence to antimalarial therapy and time to incident type 
2 DM. We modeled antimalarial adherence as a categorical 

SIGNIFICANCE & INNOVATIONS
•	 Patients with incident systemic lupus erythemato-

sus (SLE) who followed their prescribed antimalarial 
had a 39% lower risk of developing type 2 diabetes 
mellitus (DM), compared to those who discontin-
ued therapy.

•	 Our findings also suggest that when taking less 
than 90% of the prescribed doses of antimalarials, 
the protective effect against type 2 DM is lost.

•	 Our study provides support for the importance of 
adherence to antimalarials in SLE by demonstrating 
protective impacts on type 2 DM, a serious compli-
cation in SLE.

Figure 1.  Schema of operationalization of antimalarial adherence. PDC = proportion of days covered.
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time-dependent covariate over follow-up, with the HR repre-
senting the risk of type 2 DM associated with antimalarial adher-
ence in the current drug course (as compared to discontinuers). 
Covariates considered in multivariable models included age, sex, 
socioeconomic status (using a proxy measure based on neigh-
borhood income quintile), and residence (rural versus urban, 
as determined by using Census Metropolitan Area/Census 
Agglomeration from geographic census data). We also consid-
ered fixed-in-time binary variables measured in the year before 
the index date, such as comorbid conditions (e.g., depression, 
chronic kidney disease, hypertension) and modified Charlson 
Comorbidity Index, as well as time-dependent covariates, such 
as use of other medications (e.g., other disease-modifying anti-
rheumatic drugs [DMARDs] and glucocorticoids) and health care 
utilization (e.g., hospitalizations and visits to specialists, including 
a rheumatologist, nephrologist, dermatologist, and psychiatrist). 
Polypharmacy (defined as being treated with at least 2 differ-
ent medications in the past year out of 11 DMARDS, excluding 
antimalarials, 11 cardiovascular drugs, hormone replacement 
therapy, and oral contraceptives) was included both at baseline 
and as a time-dependent covariate. We conducted sensitivity 
analyses, which involved varying the permissible gap (e.g., 120 
days, 180 days) as well as the adherence cutoff (e.g., PDC ≥ 0.70 
and ≥ 0.80). All analyses were conducted using SAS software, 
version 9.4.

Study conduct. We obtained ethics approval from the 
University of British Columbia. All data were deidentified and no 
personal information was available at any point of the study. All 
inferences, opinions, and conclusions drawn in this manuscript 
are those of the authors, and do not reflect the opinions or policies 
of the data stewards.

RESULTS

Our study cohort comprised 1,498 patients with SLE 
(90.8% female) with a mean ± SD age of 44.4 ± 14.8 years 
(Table 1). The mean ± SD number of antimalarial prescriptions 
and drug courses over the follow-up period were 23.2 ± 37.7 
and 2.1 ± 1.8, respectively, with a mean ± SD drug course dura-
tion of 553.9 ± 820.8 days. Over the drug course of a median of 
4.6 years of follow-up, we recorded 140 incident cases of type 
2 DM.

After adjusting for age, sex, comorbidities, and concomi-
tant medications, the adjusted HR for developing type 2 DM among 
those who were adherent to antimalarials was 0.61 (95% CI 0.40–
0.93) as compared to discontinuers. In contrast, the adjusted HR 
for those who were nonadherent was 0.78 (95% CI 0.50–1.22) as 
compared to discontinuers (Table 2). Sensitivity analyses involving 
permutations of permissible gaps (Table 2) and PDC cutoff (see 
Supplementary Table 1, available on the Arthritis Care & Research 

website at http://onlin​elibr​ary.wiley.com/doi/10.1002/acr.24147/​
abstract) did not materially change our results.

DISCUSSION

Using population-based administrative health data with 
complete information on dispensed prescriptions, we conducted 
a longitudinal cohort study to evaluate the association between 
adherence to antimalarials and risk of developing type 2 DM in a 
Canadian cohort with a new diagnosis of SLE. Adherent patients 
were 39% less likely to develop type 2 DM compared to those 
who discontinued their therapy. Our findings also suggest that 
when taking <90% of the prescribed doses of antimalarials, the 
protective effect against type 2 DM is lost. Altogether, our study 
provides further support for the importance of adherence to anti-
malarials in SLE by demonstrating protective impacts on type 2 
DM, a serious complication in SLE.

While antimalarials have been shown to be protective against 
type 2 DM in SLE patients, their effectiveness is dose dependent 

Table 1.  Characteristics of the incident SLE cohort with incident 
antimalarial use (n = 1,498)*

Characteristic Values
Demographic information

Age, mean ± SD years 44.4 ± 14.8
Women 1,360 (90.8)
Socioeconomic status

High (4th and 5th quintile) 573 (38.3)
Middle (3rd quintile) 335 (22.4)
Low (1st and 2nd quintile) 590 (39.4)

Rural residence 183 (12.2)
Comorbid conditions†

Depression 353 (23.6)
Chronic kidney disease 313 (20.9)
Hypertension 226 (15.1)
Chronic obstructive pulmonary disease 155 (10.4)
Angina 64 (4.3)
Charlson Comorbidity Index score, 

mean ± SD
1.3 ± 0.9

Medication use
Glucocorticoids† 664 (44.3)
Traditional NSAIDs† 612 (40.9)
Other DMARDs† 297 (19.8)
COX-2 inhibitors† 191 (12.8)
Polypharmacy‡ 206 (13.8)
Pharmacy loyalty§ 275 (18.4)

Health care utilization
Hospitalized† 419 (28.0)
Outpatinet visits, mean ± SD§ 20.3 ± 14.9
No. (range) of rheumatologist visits§ 1.90 (0–41)
No. (range) of nephrologist visits§ 0.15 (0–62)

* Values are the number (%) unless indicated otherwise. COX-2 =  
cyclooxygenase 2; DMARDs = disease-modifying antirheumatic 
drugs; NSAIDs = nonsteroidal antiinflammatory drugs; SLE = systemic 
lupus erythematosus. 
† Evaluated over the year preceding index date. 
‡ Evaluated over follow-up period; filling of >75% of prescriptions by 
the patient in the same pharmacy. 
§ Evaluated over follow-up. 

http://onlinelibrary.wiley.com/doi/10.1002/acr.24147/abstract
http://onlinelibrary.wiley.com/doi/10.1002/acr.24147/abstract
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(2). Patients on a higher cumulative dose (≥129 gm) have been 
shown to have a significantly lower hazard of developing type 
2 DM compared to patients with a lower cumulative dose; this 
demonstrates that therapy effectiveness is critically dependent 
on patients’ medication-taking behavior (2). Our study provides 
support for this relationship as the adjusted HR for adherent SLE 
patients, defined as those taking 90% of prescribed doses, was 
0.61 (95% CI 0.40–0.93) as compared to discontinuers. In con-
trast, the adjusted HR for nonadherent SLE patients of 0.78 (95% 
CI 0.50–1.22) suggests that taking any fewer than 90% of the 
prescribed doses of antimalarials compromises their protective 
effect against type 2 DM.

Indeed, prevention of type 2 DM is of paramount importance 
in SLE. Type 2 DM can lead to many other complications such as 
neuropathy, cardiovascular disease, and renal insufficiency, further 
complicating management of the patient (12). Our findings are 
concerning, given that currently SLE patients’ adherence to anti-
malarials is as low as 25% and that there are very few adherence 
interventions designed for these patients (3). For example, in our 
2015 systematic review on adherence intervention studies in rheu-
matic diseases, of the 23 identified studies, only 3 were among 
patients with SLE (13). Given the direct clinical implications of non-
adherence in SLE, future research should focus on development 
and evaluation of interventions to improve antimalarial adherence.

Table 2.  Univariable and multivariable models on the association between antimalarial adherence and risk of type 2 diabetes mellitus*

Model 1
(90-day

permissible gap)

Model 2
(120-day

permissible gap)

Model 3
(180-day

permissible gap)
Antimalarial adherence (unadjusted HR 

[95% CI])
Adherent (PDC ≥0.9) (vs. discontinuer 

PDC = 0)
0.70 (0.47–1.05) 0.63 (0.40–0.98) 0.64 (0.39–1.03)

Nonadherent (0 < PDC < 0.9) 0.75 (0.49–1.16) 0.71 (0.46–1.09) 0.67 (0.44–1.04)
Antimalarial adherence

Adherent (PDC ≥0.9) (vs. discontinuer 
PDC = 0)

0.61 (0.40–0.93) 0.54 (0.34–0.86) 0.56 (0.34–0.92)

Nonadherent (0 < PDC < 0.9) 0.78 (0.50–1.22) 0.74 (0.47–1.15) 0.68 (0.44–1.06)
Demographic characteristics

Age 1.01 (1.00–1.03) 1.02 (1.00–1.03) 1.02 (1.00–1.03)
Sex (women vs. men) 0.68 (0.40–1.14) 0.79 (0.45–1.39) 0.82 (0.45–1.47)
Residence (rural vs. urban) 0.71 (0.40–1.28) 0.74 (0.40–1.36) 0.75 (0.39–1.41)
Socioeconomic status

Quintile 1 (versus quintile 3) 0.99 (0.62–1.60) 1.01 (0.62–1.66) 1.07 (0.64–1.79)
Quintile 2 (versus quintile 3) 0.78 (0.47–1.30) 0.82 (0.49–1.39) 0.92 (0.54–1.57)
Quintile 4 (versus quintile 3) 0.56 (0.32–0.99) 0.59 (0.33–1.06) 0.60 (0.33–1.09)
Quintile 5 (versus quintile 3) 0.59 (0.34–1.02) 0.56 (0.31–1.01) 0.54 (0.29–1.00)

Comorbid conditions
Depression 0.80 (0.52–1.23) 0.76 (0.48–1.20) 0.76 (0.48–1.21)
Chronic kidney disease 0.88 (0.53–1.44) 0.84 (0.49–1.41) 0.86 (0.50–1.48)
Hypertension 1.11 (0.66–1.86) 0.84 (0.48–1.48) 0.88 (0.48–1.58)
Chronic obstructive pulmonary disease 1.04 (0.61–1.78) 1.15 (0.67–1.98) 1.23 (0.71–2.13)
Angina 0.67 (0.31–1.46) 0.86 (0.39–1.89) 0.85 (0.37–1.96)
Charlson Comorbidity Index score 1.10 (0.90–1.36) 1.12 (0.91–1.37) 1.12 (0.91–1.38)

Medications
Glucocorticoids† 1.27 (0.88–1.83) 1.33 (0.90–1.95) 1.23 (0.82–1.83)
Traditional NSAIDs† 1.29 (0.91–1.85) 1.39 (0.96–2.00) 1.49 (1.02–2.17)
COX-2 inhibitors† 1.38 (0.82–2.32) 1.53 (0.91–2.59) 1.51 (0.88–2.59)
Other DMARDs† 0.88 (0.53–1.44) 0.76 (0.44–1.31) 1.03 (0.61–1.75)
Polypharmacy‡ 1.19 (0.68–2.06) 1.09 (0.60–1.97) 1.12 (0.61–2.03)
Polypharmacy§ 1.19 (0.77–1.85) 1.18 (0.74–1.89) 1.09 (0.68–1.77)

Health care utilization
No. of psychiatrist visits† 1.01 (0.98–1.04) 1.01 (0.98–1.04) 1.00 (0.98–1.03)
No. of rheumatologist visits† 1.02 (0.95–1.10) 1.02 (0.94–1.10) 1.01 (0.93–1.10)
No. of dermatologist visits† 0.78 (0.58–1.05) 0.77 (0.57–1.06) 0.78 (0.58–1.06)
No. of nephrologist visits† 1.00 (0.98–1.03) 1.00 (0.98–1.03) 1.00 (0.98–1.03)

* Values are the adjusted hazard ratio (HR) (95% confidence interval [95% CI]) unless indicated otherwise. COX-2 = cyclooxygenase 2; DMARDs = 
disease-modifying antirheumatic drugs; NSAIDs = nonsteroidal antiinflammatory drugs; PDC = proportion of days covered. 
† Time-dependent variable evaluated over follow-up period. 
‡ Filling of >75% of prescriptions by the patient in the same pharmacy. 
§ Time-dependent variable evaluated over follow-up period; filling of >75% of prescriptions by the patient in the same pharmacy. 
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Strengths of the study include use of population data, 
including all medications dispensed (public or private payee) 
to the entire SLE population in British Columbia (high exter-
nal validity). Furthermore, availability of complete prescription 
data allowed us to apply an approach of defining antimalarial 
adherence that captures implementation (or execution) of the 
dosing regimen as well as persistence with therapy. Adminis-
trative data, however, are vulnerable to diagnostic uncertainty 
and hence misclassification. We addressed this by using the 
strictest published case definition for SLE with additional 
exclusions, as described in the methods. Administrative data 
are also limited to prescriptions dispensed and lack informa-
tion on the actual consumption of medications by patients 
(14).

This population-based study highlighted that taking <90% of 
the prescribed antimalarials compromises their effect in prevent-
ing type 2 DM in patients with SLE. Our findings should be used 
to emphasize the importance of medication adherence in not only 
treating SLE, but also preventing its complications.
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Clinical Significance of Monitoring Hydroxychloroquine 
Levels in Patients With Systemic Lupus Erythematosus: 
A Systematic Review and Meta-Analysis
Shivani Garg,1  Rachna Unnithan,1 Karen E. Hansen,1 Nathalie Costedoat-Chalumeau,2 and 
Christie M. Bartels1

Objective. Despite the pivotal role that hydroxychloroquine (HCQ) plays in treating systemic lupus erythematosus 
(SLE), less than 50% of patients take HCQ as prescribed. Measurement of HCQ blood levels can help clinicians 
distinguish nonadherence versus lack of efficacy of HCQ. Our objective was to systematically review publications 
and perform a meta-analysis to examine the correlation between HCQ levels and 1) nonadherence and 2) Systemic 
Lupus Erythematosus Disease Activity Index (SLEDAI) scores, in SLE.

Methods. A comprehensive search was performed. We included observational and interventional studies that 
measured HCQ levels and assessed adherence or SLEDAI scores in adults with SLE. Forest plots compared pooled 
estimates of correlations between HCQ levels and reported nonadherence or SLEDAI scores.

Results. Among 604 studies screened, 17 were reviewed. We found 3-times higher odds of reported nonadherence 
in patients with low HCQ levels (odds ratio 2.95 [95% confidence interval (95% CI) 1.63, 5.35], P < 0.001). The mean 
SLEDAI score was 3.14 points higher in groups with below-threshold HCQ levels on a priori analysis (δ = 3.14 [95% 
CI –0.05, 6.23], P = 0.053), and 1.4 points higher in groups with HCQ levels of <500 ng/ml (δ = 1.42 [95% CI 0.07, 
2.76], P = 0.039). Among 1,223 patients, those with HCQ levels ≥750 ng/ml had a 58% lower risk of active disease, 
and their SLEDAI score was 3.2 points lower.

Conclusion. We found a strong association between low HCQ levels and reported nonadherence. Our results 
suggest that HCQ levels of ≥750 ng/ml might be a potential therapeutic target.

INTRODUCTION

Hydroxychloroquine (HCQ) is recommended for all patients 
with systemic lupus erythematosus (SLE or lupus) to reduce 
disease activity and improve damage-free survival (1–8). Never-
theless, up to 83% of lupus patients are nonadherent to HCQ 
(9,10) commonly because of poor understanding of the benefits 
of HCQ, lack of motivation to continue therapy, and inflated con-
cerns regarding side effects from HCQ use. Further, a Medicaid 
lupus study showed that only 17% of patients with lupus were 
adherent to HCQ therapy (10). Although nonadherence is high 
and addressable, over two-thirds of rheumatologists are unaware 
of HCQ nonadherence (11,12). When asked why, clinicians report 
that the validated gold-standard adherence tools lack feasibility 
for use in routine follow-up visits (13). Therefore, nonadherence is 
not assessed or addressed and can result in 37% higher hospital 

admissions, 37% higher risk of end-stage renal disease, and an 
8-fold higher risk of death (6,14,15).

Conversely, some patients have refractory lupus, despite tak-
ing HCQ regularly, and require treatment escalation (11,16–18). 
Diagnosing nonadherence is therefore a critical step in the care 
of patients who have uncontrolled lupus. To identify nonadher-
ence, some researchers recommend routine testing of HCQ lev-
els (11,12,17–19). Studies underscore a significant role for routine 
monitoring of HCQ levels as a measure of HCQ nonadherence, 
disease activity, and ability to predict lupus flares (12,19–21). 
Furthermore, studies report that regularly measuring HCQ levels 
during clinic visits can improve subsequent adherence to HCQ 
(12,19). Despite this finding, there is insufficient information on 
the overall clinical impact of incorporating routine testing of HCQ 
blood levels. Therefore, the objective of this study was to sys-
tematically review and analyze the published literature to examine 
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the clinical significance of measuring HCQ levels among lupus 
patients, including both SLE and cutaneous SLE. We hypothe-
sized that low HCQ levels would correlate with reported nonad-
herence, higher disease activity, and lupus flares.

MATERIALS AND METHODS

A comprehensive search was performed in Medline, Embase, 
CINHL, and Web of Science databases in August 2018 and in 
June 2019. The results were limited to articles published between 
January 1, 1997, and June 1, 2019. The search question included 
the Medical Subject Heading terms and keywords “systemic lupus 
erythematosus” OR “lupus” OR “SLE” OR “lupus nephritis” OR 
“lupus vasculitis” OR “CNS lupus” OR “discoid lupus” OR “cuta-
neous lupus” AND “concentrations” OR “weight” OR “measures” 
OR “levels” OR “quantification” AND “antimalarial” OR “hydroxy-
chloroquine” OR “Plaquenil” OR “HCQ.” Additional studies were 
identified through checking the references and other publications 
of the articles selected for full text review using Medline and Web 
of Science.

During the initial screening, 2 independent reviewers (SG 
and RU) screened the retrieved articles by reading the title and 
abstract to identify the studies that met the a priori list of inclu-
sion criteria (Table 1). Any discrepancy on the decision to include 
or exclude a study was resolved by a third reviewer (CMB). We 
selected observational and interventional studies on human 
subjects measuring HCQ levels and reporting adherence or 
disease activity or flares. Case reports, expert opinion, reviews, 
and abstracts were excluded. The Preferred Reporting Items for 
Systematic Reviews and Meta-Analysis guidelines and check-
list were used for the literature identification process (see Sup-
plementary Figure 1, available on the Arthritis Care & Research 

website at http://onlin​elibr​ary.wiley.com/doi/10.1002/acr.24155/​
abstract) (22). The study protocol was registered with PROS-
PERO (CRD42018107151).

Quality assessment of the observational studies was per-
formed using the Newcastle Ottawa Scale (23), and for the 
interventional studies, it was assessed with the Cochrane Collab-
oration Risk Assessment (24) tool. An overall score was gener-
ated using the standard guidelines on quality assessment from 
the Agency for Healthcare Research and Quality (AHRQ) (25) and 
the Cochrane handbook. Both reviewers performed the quality 
assessment independently, and any discrepancies were resolved 
by the third reviewer. The data extraction Excel sheet was devel-
oped for extracting an a priori list of variables, including patient 
demographics, disease characteristics, threshold HCQ levels, 
reported adherence, and disease activity from the studies included 
in our review. When appropriate, the original authors of the studies 
were contacted for further information. Data were extracted by 1 
reviewer and verified by the other. Disagreements were settled by 
the third reviewer.

The primary outcome of the study was reported HCQ non-
adherence. Patient-reported nonadherence was defined as 
<80% medication adherence reported. Physician-reported adher-
ence was estimated based on physicians’ interpretations of the 
previous month’s adherence, as reported by patients during clinic 
visits. Analogously, adherence was reported using a 0–10 scale, 
with <8 considered to be nonadherent to HCQ (21). The second-
ary outcome of the study was SLE disease activity, defined as 
>3-point increase in the Systemic Lupus Erythematosus Disease 
Activity Index (SLEDAI) score (26).

SIGNIFICANCE & INNOVATIONS
• Our unique meta-analysis highlights a strong asso-

ciation between blood hydroxychloroquine (HCQ) 
levels and patient- or physician-reported HCQ non-
adherence in systemic lupus erythematosus.

• Routine monitoring of HCQ levels showed a signif-
icant improvement of HCQ levels on subsequent 
follow-up.

• All studies measuring HCQ blood levels demon-
strated that flares strongly correlated with low HCQ 
levels, and the levels predicted Systemic Lupus Er-
ythematosus Disease Activity Index (SLEDAI) score 
change. Groups with HCQ blood levels ≥500 ng/ml 
showed a significant reduction in SLEDAI score by 
1.4 points. Individuals with HCQ levels ≥750 ng/ml 
had significantly lower SLEDAI scores and a lower 
risk of having active disease.

• We propose further study of HCQ blood levels to
test using the 750 ng/ml threshold to improve ad-
herence and disease activity and to reduce flares.

Table 1.  Inclusion and exclusion criteria for screening and full text 
review*

Inclusion criteria
Studies among lupus patients taking HCQ or antimalarial
Studies done in the past 20 years
Studies of human subjects
Full text available
Studies done on measuring HCQ levels
Studies reporting a correlation or change in adherence OR 

disease activity (e.g., change in prednisone use, disease activity 
score, clinical assessment, physician global assessment, or flare 
frequency)

Exclusion criteria
Animal studies (nonhumans)
Studies done before 1997 (no HCQ blood level testing done 

before this time)
Studies done on other autoimmune diseases (no lupus)
Studies not measuring HCQ levels
Studies measuring HCQ levels but not examining correlation or 

change in adherence or disease activity
Gray literature: abstracts (incomplete data reported), case 

reports (no comparison group, hence inability to calculate 
effect size), conference proceedings or reviews or expert 
opinions (as we searched extensively and included primary 
studies/referenced studies from review/expert opinions/
abstracts to be included in review)

* HCQ = hydroxychloroquine.

http://onlinelibrary.wiley.com/doi/10.1002/acr.24155/abstract
http://onlinelibrary.wiley.com/doi/10.1002/acr.24155/abstract
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For the primary outcome assessment, we extracted data 
from patient- or physician-reported HCQ nonadherence in 
groups with low and high HCQ blood levels (between sub-
jects) or at baseline and subsequent visits (within subjects). 
For the secondary outcome, we extracted the mean SLEDAI 
scores in groups with low and high HCQ levels or at baseline 
and subsequent visits. We used forest plots to compare the 
pooled estimates (with 95% confidence interval [95% CI]) of 
the correlation between HCQ levels and the patient- or the 
physician-reported nonadherence and the SLEDAI scores. 
Heterogeneity was assessed using I2. Publication bias was 
evaluated by generating funnel plots. We systematically reviewed 
the literature for outcomes, lupus flare, and improvement in 
adherence, because the data were insufficient to perform pooled 
analysis.

Further, noting heterogeneity in HCQ threshold levels, we 
requested individual patient data for SLEDAI and HCQ levels 
from 5 studies that examined the correlation between SLEDAI 
score and HCQ blood levels (11,12,19,20,27), and the parent 
study (21) of 1 of the included nested studies (28). We received 
de-identified, limited data sets from 4 of these 6 studies. Based 
on recommendations from published studies of HCQ blood level 
thresholds, we categorized HCQ levels into 4 categories by ng/
ml: <250, 250–499, 500–749, 750–999, and >1,000 (19,21,27–
29). We used linear regression models to analyze the association 
between HCQ blood level categories and change in SLEDAI 
scores. Further, we used logistic regression to analyze the odds 
of active SLE (defined as SLEDAI score ≥6) (26) in patients with 
HCQ blood levels of ≥500 ng/ml and of ≥750 ng/ml compared 
to those with lower levels. Finally, we grouped HCQ blood level 
data on all 1,223 patients into 2 groups, with HCQ levels less 
than or greater than 500 ng/ml and calculated the mean SLEDAI 
score in each group. Including the mean SLEDAI scores from 
the pooled individual patient data analysis and the 2 other stud-
ies that used the ≥500 ng/ml threshold, we then compared the 
pooled estimate correlation between HCQ levels of ≥500 ng/ml 
and SLEDAI scores.

RESULTS

Study selection. Our initial literature search yielded 671 
articles. After removing duplicates, 604 articles were included in 
the initial screening (details in Supplementary Figure 1, available 
on the Arthritis Care & Research website at http://onlin​elibr​ary.
wiley.com/doi/10.1002/acr.24155/​abstract) (22). Twenty-seven 
studies met inclusion criteria for second-level review. Ultimately, 
17 studies were selected for final data extraction and quality 
assessment (11,12,16,19–21,27–35) (details in Supplementary 
Figure 1, available at http://onlin​elibr​ary.wiley.com/doi/10.1002/
acr.24155/​abstract) (22). There were 13 observational studies 
(prospective = 9, retrospective = 2, cross-sectional = 2) and 4 
interventional studies. Most were single-center studies performed 

in Europe (Europe = 10, Asia = 3, US = 3, Australia = 1), and most 
were conducted after 2005 (n = 15). The overall AHRQ risk of bias 
assessment showed 8 “fair” to “good quality” observational stud-
ies and 3 “unclear” to “low risk” interventional studies (Table 2).

SLE study population and disease characteristics. 
Patient demographics are summarized in Table 2. In included stud-
ies, an SLE and/or cutaneous SLE diagnosis was validated using 
the American College of Rheumatology 1997 criteria (n = 10) (36), 
SLICC 2012 criteria (n = 3), cases from registry-validated board-
certified rheumatologist diagnosis (n = 1), or histopathologic find-
ings on cutaneous biopsy with physician validation (n = 3). Overall, 
14 studies included patients with SLE, 2 studies included both 
SLE and cutaneous SLE, and 1 included exclusively patients with 
cutaneous SLE. Most studies included patients with active dis-
ease, and 1 included patients with clinically quiescent SLE (30).

Measuring HCQ levels and threshold levels. HCQ 
levels were measured using 3 methods. High-performance liquid 
chromatography (HPLC) was used in 14 studies, mass spectrom-
etry (MS) in 2 studies, and both HPLC and MS in 1 study (Table 2). 
HCQ levels were measured in blood in 14 studies, both in serum 
and blood in 2 studies (34,37), and only in serum in 1 (33).

The targeted threshold HCQ levels differed between stud-
ies. Six studies used <205 ng/ml (129–205 ng/ml) as the thresh-
old HCQ blood level to identify severe nonadherence, and other 
studies used higher HCQ levels of 500–1,000 ng/ml as a thera-
peutic threshold (Table 2). The studies also evaluated the correla-
tion between HCQ levels and the glomerular filtration rate (GFR) 
(n = 6), body mass index (BMI) (n = 8), and smoking (n = 8), as 
summarized in Table 2. One study reported a correlation between 
high estimated GFR and low HCQ levels (28). Another reported 
lower HCQ levels in patients with renal impairment due to routine 
underdosing in renal insufficiency (200 mg versus 400 mg daily) 
(19), and the remaining studies reported no correlation with renal 
function. Three studies reported a correlation between high BMI 
and low HCQ levels (28,29,34). One study with only 9 smokers 
reported a borderline correlation between active smoking and 
higher HCQ levels on unadjusted analysis (P = 0.08) (32), but this 
finding was not confirmed by another study (28).

Correlation between patient- or physician-reported 
nonadherence and HCQ levels. We found that 7 stud-
ies measured patient- or physician-reported nonadherence, 
using self-report questionnaires or a physician reporting tool 
(11,12,19,21,32,38) or pharmacy refill information (35), in addi-
tion to HCQ levels. We obtained data on 4 of these studies; the 
remaining 3 studies had limited comparative data due to study 
design (12,19,32). Three studies recorded patient-reported non-
adherence or patient-reported missed doses (11,35,38), and 1 
study used physician-reported nonadherence (11,21). The pooled 

http://onlinelibrary.wiley.com/doi/10.1002/acr.24155/abstract
http://onlinelibrary.wiley.com/doi/10.1002/acr.24155/abstract
http://onlinelibrary.wiley.com/doi/10.1002/acr.24155/abstract
http://onlinelibrary.wiley.com/doi/10.1002/acr.24155/abstract
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Table 2.  Study and patient demographics*

Author, year (ref.) Study population

HCQ-level 
threshold (sample, 

method) Outcomes reported

Bias assessment 
tool: risk 
assessed

Francès et al, 2012 
(38)

(n = 300) age 43.6 years (12–85 years), F 
84%, smoker 41%, SLE 33%, CLE 77%

>200 ng/ml (blood, 
HPLC)

1) Patient-reported nonadherence 
and correlation with HCQ levels; 2) 
cutaneous disease activity and HCQ
levels

NOS: good

Carmichael et al, 
2013 (37)

(n = 60) mean ± SD age 42.8 ± 15.2 
(18–74 years), F 95%, SLE 100%, CrCl 
100.8 ± 36.3 ml/min

>750 ng/ml (blood 
and plasma, 
HPLC)

SLAM correlation with HCQ levels NOS: poor

Chasset et al, 2016 
(16)

(n = 34) age 45 years (28–72 years), F 
78%, smoker 47%, CLE 100%, SLE 
53%

>750 ng/ml (blood, 
HPLC)

Improvement in CLE (>4 points 
increase or 20% change)

CCRA: unclear

Costedoat et al, 
2006 (20)

(n = 143) mean ± SD age 35 ± 11 years, F 
93%, smoker 23%, SLE, GFR 90 ± 2 
ml/min, BMI 23 ± 4 kg/m2

>1,000 ng/ml 
(blood, HPLC)

1) SLEDAI correlation with HCQ levels; 
2) flare correlation with HCQ levels

NOS: good

Costedoat-
Chalumeau et al, 
2007 (12)

(n = 203) mean ± SD age 35 ± 11 years, F 
91%, White 66%, smoker 22%, SLE, 
BMI 23 ± 4 kg/m2

>205 ng/ml (blood, 
HPLC)

1) Patient-reported nonadherence 
and correlation with HCQ levels; 2)
disease activity and HCQ levels; 3) 
number of patients with flare and 
HCQ levels

NOS: poor

Costedoat-
Chalumeau et al, 
2013 (21)

(n = 171) mean ± SD age 40 ± 11 years, F 
87%, smoker 24%, SLE, BMI 25 ± 5 kg/
m2

>1,000 ng/ml 
(blood, HPLC)

1) Physician-reported nonadherence 
in correlation with HCQ levels; 2) 
SLEDAI correlation with HCQ levels; 
3) number of patients with flare and
HCQ levels

CCRA: unclear

Costedoat-
Chalumeau et al, 
2018 (11)

(n = 305) mean ± SD age 37.7 ± 11.6 
years, F 94.4%, White 50%, smoker 
14.5%, SLE, BMI 23.2 (21.2–28) kg/m2, 
CrCl 111 (87–132) ml/min

>200 ng/ml (blood, 
HPLC)

1) Patient-reported nonadherence in 
correlation with HCQ levels; 2) 
SLEDAI and HCQ levels; 3) number 
of patients with flare and HCQ levels

NOS: good

Cunha et al, 2017 
(29)

(n = 171) mean ± SD age 39.8 ± 15.6 
years, F 86%, White 16%, Indian 
subcontinent ancestry 43%, LN

>200 ng/ml (blood, 
HPLC)

1) LN activity correlation with HCQ 
levels; 2) flare frequency correlation 
with HCQ levels

NOS: fair

Durcan et al, 2015 
(19)

(n = 686) age <45 years 45%, F 92%, 
White 49%, African American 42%, 
SLE, GFR >90 ml/min 90%, BMI >30 
kg/m2 31%

>500 ng/ml (blood, 
HPLC)

1) Improvement in adherence with 
routine HCQ-level monitoring; 2)
SLEDAI and HCQ levels

NOS: poor

Geraldino-Pardilla 
et al, 2019 (27)

(n = 108) age 38 years, F 91%, SLE >500 ng/ml (blood, 
HPLC)

SLEDAI score correlation with HCQ 
levels

NOS: good

Iudici et al, 2018 
(30)

(n = 83) mean ± SD age 41 ± 11 years, F 
95%, smoker 37%, SLE, BMI 25 ± 5 kg/
m2, CrCl 89 ± 24 ml/min

>100 ng/ml (blood, 
UPLC-MS)

Number of flares in correlation with 
HCQ levels

NOS: good

Jallouli et al, 2015 
(28)

(n = 509) mean ± SD age 30 ± 11.5 years, 
F 91%, White 55%, smoker 23%, SLE, 
BMI 23.9 ± 2.4 kg/m2, GFR 103.5 ± 
31.5 ml/min

>917 ng/ml (blood, 
HPLC)

Correlation of SLEDAI with HCQ levels NOS: good

Jolly et al, 2016 (31) (n = 171) mean ± SD age 44.4 ± 10.7 
years, F 87%, White 73%; SLE

>750 ng/ml (blood, 
HPLC)

Correlation of SLEDAI with HCQ levels NOS: fair

Lee et al, 2017 (32) (n = 189) mean ± SD age 39.1 ± 11.6 
years, F 93.7%, smoker 4.8%, SLE, BMI 
22.0 ± 3.4 kg/m2, GFR >90 ml/min 
72.5%

>100 ng/ml (blood, 
HPLC)

1) SLEDAI in correlation with HCQ 
levels; 2) initial patient-reported
nonadherence

NOS: fair

Mok et al, 2016 
(33)

(n = 276) mean ± SD age 41 ± 14 years, F 
93%, SLE, GFR 95.6 ± 31.3 ml/min

>500 ng/ml (serum, 
MS)

1) SLEDAI correlation with serum HCQ
levels; 2) flare frequency correlating 
with serum HCQ levels

NOS: poor

Morita et al, 2016 
(34)

(n = 103) mean ± SD age 42.5 ± 12.2 
years, F 64%, CLE 100%, SLE 55%, BMI 
22.8 ± 4 kg/m2

Ctrough 462 ng/ml, 
Cmax 942.7 ng/
ml (blood and 
serum, HPLC and 
MS)

HCQ levels in Japanese patients with 
CLE/SLE and clinical efficacy of HCQ 
without retinopathy

CCRA: unclear

Ting et al, 2012 (35) (n = 41) mean ± SD age 18.6 ± 2.5 years, 
F 93%, SLE

>900 ng/ml (blood, 
HPLC)

Patient-reported nonadherence 
correlation with HCQ levels and 
pharmacy refills

CCRA: high

* BMI = body mass index; CCRA = Cochrane Collaboration risk assessment; CLE = cutaneous lupus erythematosus; CrCl = creatinine clearance; F = 
female; GFR = glomerular filtration rate; HCQ = hydroxychloroquine; HPLC = high-performance liquid chromatography; LN = lupus nephritis; ml/
min = milliliters/minute; MS = mass spectrometry; NOS = Newcastle Ottawa Scale; ref. = reference; SLAM = Systemic Lupus Activity Measure; SLE = 
systemic lupus erythematosus; SLEDAI = Systemic Lupus Erythematosus Disease Activity Index; UPLC = ultraperformance liquid chromatography. 
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odds of nonadherence reported by patient or physician was 3-fold 
higher in patients with low HCQ levels, compared to patients 
with higher HCQ levels (odds ratio [OR] 2.95 [95% CI 1.63, 5.3], 
P < 0.001, I2 = 49%) (Figure 1). The threshold for HCQ blood level 
indicating nonadherence was variable in different studies. The fun-
nel plot showed asymmetry, indicating moderate publication bias.

Improvement in nonadherence with regular HCQ-
level monitoring. Three studies reported that measurement of 
HCQ levels improved subsequent adherence (12,19,30). These 
studies reported that the recorded improvement could have 
resulted from increased physician awareness, followed by dis-
cussing adherence strategies, or from patient behavior changes 
because of regular monitoring. Furthermore, 2 studies reported 
that an increase in adherence discussions and counseling ses-
sions by rheumatologists led to an increase in HCQ adherence in 
subsequent visits (12,19). The data obtained from these studies 
were qualitative, which limited meta-analysis.

Correlation of disease activity and HCQ levels. We 
included 10 studies that reported measuring disease activity 
and measured HCQ levels. We excluded 1 study that meas-
ured serum HCQ levels because HCQ serum levels lack reliability 
compared to blood levels (33), and we excluded 1 nested study 
derived from another included study (31). One study examined the 
correlation between HCQ level and high versus low disease activ-
ity using the Systemic Lupus Activity Measure (SLAM) instrument 
but did not report actual disease activity scores; therefore, this 
study was not included in the pooled analysis (37). In the pooled 
analysis, the mean SLEDAI score was 3.14 points higher in groups 
with HCQ levels below therapeutic threshold (δ = 3.14 [95% CI 
–0.05, 6.23], P = 0.053) (Figure 2A). A sensitivity analysis did not
change the results. Very high study heterogeneity was observed 
(I2 = 98%). Upon including all 8 studies in the meta-analysis, we 
found a statistically significant increase in the mean SLEDAI score 
by 1.23 points in groups with low HCQ levels (δ = 1.23 [95% CI 
0.26, 2.23], P < 0.01. (data not shown).

Individual patient data and pooled data analysis to 
examine correlations between SLEDAI score and HCQ 
levels. We found that SLEDAI scores decreased by 1.7 with 
each stepwise 250 ng/ml increase in HCQ blood levels from 
<250 to 749 ng/ml (P < 0.001) (Table 3). Furthermore, we found 
a statistically significant decrease in SLEDAI scores by 3.2 points 
with an increase in HCQ blood levels in ng/ml from <250 to ≥750 
(P < 0.0001) (Table 3). Using logistic regression, we found that 
patients with HCQ levels of ≥500 ng/ml had a 56% lower risk of 
active SLE (OR 0.44 [95% CI 0.33, 0.59], P < 0.001), and that 
HCQ levels of ≥750 ng/ml predicted a 58% lower risk of active 
SLE compared to patients with lower levels (OR 0.42 [95% CI 0.2, 
0.55], P < 0.0001). Finally, after pooling the mean SLEDAI scores 
from 4 studies that shared individual patient data (n = 1,223) and 
2 other studies that used the ≥500-ng/ml threshold, we found a 
significantly lower SLEDAI score in patients with levels of ≥500 
ng/ml (mean SLEDAI score difference = 1.42 [95% CI 0.07, 2.8], 
P = 0.04) (Figure 2B).

Correlations of flares with HCQ levels. Seven stud-
ies reported an increase in the number of SLE flares or patients 
with flares in groups with low HCQ levels (Table 4). Most studies 
reported a higher number of lupus flares in groups with low HCQ 
levels (11,12,20,21,30). Only 1 study, which used HCQ serum 
levels, reported no significant link between HCQ levels and flares 
(33). One study reported a 6-fold higher odds of flare in patients 
with low compared to patients with high HCQ levels (OR 5.89 
[95% CI 1.38, 25.08]) (20). Cunha et al reported a higher flare 
frequency in patients with HCQ levels of <620 ng/ml (P = 0.041) 
(29). Meta-analysis was not performed, given the limited number 
of studies with data on patient-level or event-level flare.

Improvement in cutaneous SLE with high HCQ 
levels. Three studies documented within-subject improvements 
in Cutaneous Lupus Erythematosus Disease Area and Severity 
Index (CLASI) scores after these subjects achieved high HCQ 
levels (16,34,38). One study reported that the relative risk of 

Figure 1.  Forest plot showing the association between low hydroxychloroquine (HCQ) blood levels and nonadherence. 95% CI = 95% 
confidence interval; OR = odds ratio.
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Figure 2.  A, Forest plot correlating hydroxychloroquine (HCQ) blood levels below or above threshold and the mean Systemic Lupus 
Erythematosus Disease Activity Index (SLEDAI) score using a priori analysis. B, Forest plot correlating HCQ levels below or above 500 ng/ml and 
the mean SLEDAI score. 95% CI = 95% confidence interval; MD = mean difference; * = using individual patient HCQ levels from these 4 studies.
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complete remission increased by 1.00073 (95% CI 1.0002, 1.156; 
P = 0.005) for every 1 ng/ml increase in HCQ level (38). Two other 
studies reported a significant improvement in the median CLASI 
score in patients with high HCQ levels (change from 8 to 1.5; 
P < 0.001; –8.0 with mean HCQ level 853 ng/ml) (16,34).

DISCUSSION

We performed a systematic review and meta-analysis to 
evaluate the clinical significance of routinely measuring HCQ lev-
els. We found strong association between HCQ levels and adher-
ence. Additionally, measurement of HCQ blood levels improved 

adherence. While SLEDAI scores were numerically 3 points higher 
in patients with below-HCQ threshold levels, results were not sta-
tistically significant in the a priori analysis (P = 0.0534). However, 
when pooling individual patient data from 4 studies that dichoto-
mized for levels less than or greater than/equal to 500 ng/ml and 
data from 2 other studies that used the ≥500-ng/ml threshold, we 
found a significant reduction in the SLEDAI score by 1.4 points 
in patients with ≥500 ng/ml (P = 0.04). Further, using individual 
patient data, we found that patients with levels of ≥750 ng/ml had 
both a clinically meaningful and statistically significant decrease in 
SLEDAI scores by 3.2 points, and such patients had a 58% lower 
risk of active SLE compared to those with <750 ng/ml. Our find-
ings support the use of levels of <750 ng/ml as a clinical threshold 
to predict active lupus and lupus disease flares. Finally, we found 
good evidence (6 studies) that low HCQ levels predicted lupus 
flares and higher CLASI scores.

Our findings are particularly relevant amid reports regarding 
the serious magnitude and consequences of HCQ nonadherence. 
Feldman et al reported that 83% of the lupus patients in a Med-
icaid cohort were nonadherent with HCQ (10). They reported that 
younger age, Black race, and poor health literacy were common 
predictors of HCQ nonadherence (10). Researchers state that 
despite the alarming rate of HCQ nonadherence, it remains unad-
dressed during routine lupus visits (39) due to a lack of standard 
clinical assessment of adherence.

Suggesting a possible future clinical standard, our meta-
analysis supports previously published studies reporting that the 

Table 3.  Change in SLEDAI score by increase in HCQ levels, using 
individual patient data (n = 1,223)*

HCQ levels, categories Values P
Mean change in SLEDAI (95% CI)

<250 ng/ml Ref. Ref.
250–499 ng/ml –1.7 (–0.06, –2.8) 0.004
500–749 ng/ml –1.8 (–0.8, –2.7) <0.001
≥750 ng/ml –3.2 (–2.2, –4.2) <0.001

Odds ratio of active SLE (95% CI)†
<500 ng/ml Ref. Ref.
≥500 ng/ml 0.44 (0.33, 0.58) <0.001
<750 ng/ml Ref. Ref.
≥750 ng/ml 0.42 (0.22, 0.49) <0.001

* 95% CI = 95% confidence interval; HCQ = hydroxychloroquine; Ref. 
= reference; SLE = systemic lupus erythematosus; SLEDAI = Systemic 
Lupus Erythematosus Disease Activity Index. 
† Odds of active SLE (SLEDAI ≥6) by threshold HCQ levels (n = 1,223). 

Table 4.  Studies reporting a correlation in lupus flares and HCQ levels*

Author, year (ref.) Comparator groups Flares in groups, with P value Outcome
Costedoat-Chalumeau 

et al, 2006 (20)
Low HCQ levels <1,000 ng/

ml (n = 14) vs. high HCQ 
levels >1,000 ng/ml 
(n = 106)

14 flares (low HCQ level) vs. 0 flares (high 
HCQ level), OR 5.89 (95% CI 1.38, 25.08), 
P = 0.01†

6-fold higher odds of flare with 
<1,000 ng/ml HCQ levels

Costedoat-Chalumeau 
et al, 2007 (12)

Low HCQ levels (<200 ng/ml; 
n = 14) vs. high HCQ levels 
(>200 ng/ml; n = 189)

7 flares (low HCQ level) vs. 18 flares (high 
HCQ level), P = 0.004

Higher flares in group with 
lower HCQ level

Costedoat-Chalumeau 
et al, 2013 (21)

1–7 months follow-up: low 
HCQ levels (<1,000 ng/ml; 
n = 55) vs. high HCQ levels 
(>1,000 ng/ml; n = 36)

36 flares (low HCQ level) vs. 5 flares (high 
HCQ level), P = 0.04; OR for flare = 3.82 
(95% CI 1.16, 12.58), P = 0.027†

Negative correlation of flares 
with higher HCQ levels after 
1st month; 4-fold higher odds 
of flare in group with low HCQ 
level

Costedoat-Chalumeau 
et al, 2018 (11)

Low HCQ levels (<200 ng/ml; 
n = 56) vs. high HCQ levels 
(>200 ng/ml; n = 248)

20 flares (low HCQ level) vs. 112 flares (high 
HCQ level), P = 0.20

No correlation reported

Cunha et al, 2017 (29) Patients with flare vs. 
patients with no flare

HCQ level = 590 ng/ml (group with flare) vs. 
HCQ level = 810 ng/ml (group with no flare), 
P = 0.005

Higher flare frequency in 
patients with HCQ level <620 
ng/ml

Iudici et al, 2018 (30) 77 follow-ups, no groups 5 patients with flares (HCQ level 284 ng/ml) 
vs. 72 without flares (HCQ level 435 ng/ml), 
P = 0.225

More flares in patients with 
lower HCQ level, although 
statistical significance not 
achieved

Mok et al, 2016 (33)‡ <10 ng/ml HCQ level (n = 31) 
vs. 10–500 ng/ml HCQ 
level (n = 212) vs. >500 ng/
ml HCQ level (n = 33)

Mean ± SD 0.14 ± 0.42 flares/year (<10 ng/ml 
HCQ level); 0.12 ± 0.29 flares/year (10–500 
ng/ml HCQ level); 0.19 ± 0.57 flares/year 
(>500 ng/ml HCQ level), P = 0.82

No correlation reported 
between serum HCQ levels 
and annual flare frequency

* 95% CI = 95% confidence interval; HCQ = hydroxychloroquine; OR = odds ratio; ref. = reference. 
† Adjusted analysis. 
‡ Serum HCQ level. 
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HCQ blood level is a good objective measure of severe nonad-
herence in lupus. Previous studies have reported a moderate cor-
relation between HCQ blood levels and reported nonadherence 
(r = 0.37) and lower HCQ levels in patients reporting nonadherence 
(37). We reported strong association between reported nonadher-
ence and low HCQ levels (OR 2.95 [95% CI 1.63, 5.35]). Finally, 
researchers report particularly strong association between very 
low HCQ levels (<205 ng/ml) and severe nonadherence (<15%), 
recommending 200 ng/ml as a minimum diagnostic threshold for 
severe nonadherence (11).

We and others have also reported a significant improvement 
in HCQ adherence over time in lupus patients with routine longitu-
dinal monitoring of HCQ levels (7% to 2%; 56% to 80%; P < 0.001) 
(11,19). Researchers have reported that routine HCQ-level mon-
itoring led to improvement in adherence because of increased 
physician awareness, more in-clinic discussions to address barri-
ers to adherence, and patient behavior changes (12,19,21).

Conversely, some physicians challenge the routine meas-
urement of HCQ levels because few US laboratories measure 
HCQ levels, the cost ranges from $70 to $250 per test, and the 
cost might not be covered by some US insurance plans (40). 
However, the cost of measuring HCQ levels is not charged for 
patients in the hospital or in standard-of-care in France and some 
European countries (41). Moreover, there is no consensus on 
the HCQ blood-level thresholds to identify nonadherence. Using 
the proposed blood level of <200 ng/ml identifies severe nonad-
herence, but this level can be quickly achieved, even with spo-
radic HCQ use the week before the HCQ-level measurement. 
When measuring objective HCQ levels is not feasible, our meta-
analysis underscores the clinical utility of asking patients directly 
or using questionnaires to identify nonadherence during routine 
clinic visits. However, physicians identify the need for training to 
effectively discuss and address nonadherence with patients (42).

Lupus flares are the leading cause of hospital admission in 
SLE (15,43), and researchers recommend that measuring HCQ 
levels could help (12,19,20). Two other included studies reported 
a clinically significant change in the SLEDAI score (defined as 
>3-point increase in SLEDAI score) in patients with low HCQ 
levels compared to those with high HCQ levels (12,20). One 
study suggested that HCQ blood levels of <500 ng/ml strongly 
predicted active lupus (SLEDAI score 7.9 [<500 ng/ml] versus 
SLEDAI score 5.9 [>500 ng/ml]; P < 0.001) (32). One study 
on clinically stable patients with SLE (mean SLEDAI score 2.2) 
showed a significant trend for a decrease in SLEDAI scores with 
increasing HCQ levels (P = 0.04) (19). Finally, unlike other stud-
ies, 1 cross-sectional study reported no correlation between 
SLAM categories and high versus low HCQ blood-level group 
(r2 = 0.21, P = 0.12) (36). Our study underscores using the idea 
of HCQ levels of <750 ng/ml as a clinical threshold to identify 
the risk for active lupus and disease flares. Future prospective 
clinical trials could confirm a level of ≥750 ng/ml as a clinically 
relevant threshold for interpreting and targeting HCQ levels.

Most studies have reported that high HCQ levels nega-
tively correlated with flare frequency and severity. The 2 included 
studies reported a 6-fold higher risk of flare in patients (OR 5.89 
[95% CI 1.38, 25.08]) and a 4-fold higher flare frequency within 
1–7 months of diagnosis (65% versus 14%; P = 0.04) (20,21). 
Overall, all studies monitoring HCQ blood levels consistently 
noted that low HCQ levels predicted lupus flares. Similarly, the 3 
cutaneous SLE studies included in our systematic review reported 
a better clinical response with higher HCQ levels.

The HCQ blood-level threshold varied in most studies. Four 
studies reported <200 ng/ml as a minimum threshold to identify 
nonadherence (11,12,29,37). Other studies reported 96% nega-
tive predictive value of active SLE in patients with HCQ levels of 
>1,000 ng/ml due to complete inhibition of Toll-like receptors at 
this level (17,19,44,45). Most studies recommend >500 ng/ml as 
a therapeutic threshold level to identify adherence and stable SLE 
(18,19,45). Other researchers reported 620 ng/ml HCQ levels to 
be a good therapeutic threshold to prevent lupus flares (29). Our 
study supports levels of ≥750 ng/ml to be clinically meaningful and 
statistically significant to identify disease flare (change in SLEDAI 
score ≥3 points) and to predict active disease (SLEDAI score ≥6).

Despite the strengths of being the first study to system-
atically review and meta-analyze the clinical role of monitoring 
HCQ levels, we acknowledge the limitations. First, overall the 
number of studies measuring HCQ levels and nonadherence or 
SLEDAI score was limited (n = 4). Second, most of the stud-
ies that examined the correlation between reported adherence 
and HCQ blood levels were performed in Europe, and there was 
only 1 small US study (n = 31) (35). Therefore, generalizability for 
our findings could be limited because of differences in cultural 
beliefs, social issues, and insurance/medical coverage in pop-
ulations from diverse countries. Third, there was heterogeneity 
among the included studies. Severe heterogeneity (I2 >80%) was 
found in included studies examining the correlation between 
SLEDAI scores and HCQ levels, and sensitivity and individual 
patient data analyses did not significantly change results. Fourth, 
variation in reporting flare frequency by patient- versus event-
level limited our ability to calculate a pooled odds ratio. Finally, 
there were few studies assessing the association between cuta-
neous SLE and HCQ levels.

In summary, our meta-analysis found strong association 
between reported nonadherence and low HCQ levels. Our system-
atic review reports improvements in adherence and disease activity 
with longitudinal monitoring of HCQ levels. Therefore, we recom-
mend using objective measurement of HCQ blood levels to assess 
nonadherence during routine clinic visits, or using self-report ques-
tionnaires when measuring HCQ levels is not feasible. Our meta-
analysis suggested a trend of higher lupus activity in groups with 
low HCQ levels in the a priori analysis. Individual patient data and 
the pooled analysis using HCQ levels showed a statistically sig-
nificant decrease in the SLEDAI score by 1.4–1.7 in patients with 
HCQ levels of ≥500 ng/ml. Levels of ≥750 ng/ml showed both a 
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clinically meaningful and statistically significant decrease in SLEDAI 
scores by 3.2 points, suggesting that <750 ng/ml is a clinically rel-
evant threshold for predicting disease flare or activity.

Our systematic review consistently reported a strong correla-
tion with flares in patients with low HCQ levels. Future studies are 
needed to confirm clinically relevant thresholds to identify nonad-
herence and risk for active SLE. Finally, we also recommend that 
future studies assess the clinical role of periodic HCQ-level mon-
itoring versus self-reported nonadherence in routine SLE care, 
particularly in settings with lower resources.
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Soluble Flt-1, Placental Growth Factor, and Vascular Endothelial 
Growth Factor Serum Levels to Differentiate Between 
Active Lupus Nephritis During Pregnancy and Preeclampsia
Guilherme R. de Jesús,1  Marcela I. Lacerda,1  Bruna C. Rodrigues,1  Flávia C. dos Santos,1  
Adriana P. do Nascimento,1  Luís Cristóvão Porto,1  Nilson R. de Jesús,1  Roger A. Levy,2  and 
Evandro M. Klumb1

Objective. To evaluate mean serum levels of vascular endothelial growth factor (VEGF), placental growth factor 
(PlGF), and soluble Flt-1 (sFlt-1) in pregnant patients with systemic lupus erythematosus (SLE) with inactive disease, 
active lupus nephritis, and preeclampsia for differential diagnosis between these conditions.

Methods. Pregnant women with SLE, with singleton pregnancies and no other autoimmune diseases, were 
classified according to disease activity (inactive SLE and active lupus nephritis) and the presence of preeclampsia. 
Serum samples were collected within 3 weeks of delivery and frozen for subsequent blinded analysis through the 
enzyme-linked immunosorbent assay method.

Results. A total of 71 women were included, with 41 classified as having inactive SLE (group 1; Systemic Lupus 
Erythematosus Pregnancy Disease Activity Index [SLEPDAI] score <4), 15 with a diagnosis of active lupus nephritis (group 
2, SLEPDAI score ≥4, including renal criteria), and 15 with a diagnosis of preeclampsia (group 3). Patients in group 3 had 
higher mean levels of sFlt-1 and lower mean levels of PlGF compared to groups 1 and 2, both findings with statistical 
significance. The sFlt-1:PlGF ratio was also significantly higher in patients with preeclampsia, while mean VEGF levels 
were higher in pregnant woman with active lupus nephritis compared to patients with preeclampsia or inactive SLE.

Conclusion. Evaluation of serum VEGF, PlGF, and sFlt-1 levels can differentiate between preeclampsia, inactive 
SLE, and active lupus nephritis during pregnancy.

INTRODUCTION

Pregnancy in patients with systemic lupus erythematosus 
(SLE) is associated with significant morbidity and mortality com-
pared to the general population, including an increased risk of 
disease activity, hypertension, pregnancy loss, preterm delivery, 
intrauterine growth restriction, and preeclampsia (1,2). Active 
lupus nephritis (LN) during pregnancy makes the differential diag-
nosis with preeclampsia troublesome in clinical practice, because 
both conditions can present with hypertension, edema, proteinu-
ria, low platelet count, and worsening of renal function. The classi-
cal biomarkers, such as anti–double-stranded DNA (anti-dsDNA) 

and complement plasma levels, are not always able to differentiate 
the 2 conditions, which require different treatment approaches (3).

Evaluation of serum angiogenic factors, like vascular endothe-
lial growth factor (VEGF) and placental growth factor (PlGF), and 
antiangiogenic factors, such as soluble Flt-1 (sFlt-1), has been 
proposed to help the differentiation between these 2 conditions 
(4,5). VEGF and PlGF are necessary for physiologic development 
of pregnancy, because they promote angiogenesis and induce 
the vasodilatory prostacyclins and nitric oxide in endothelial cells, 
resulting in reduced vascular tone and blood pressure. They have 
also been related to glomerular healing and accelerated renal 
recovery in animal models (6).
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On the other hand, sFlt-1 is a splice variant of VEGF endothe-
lial receptor Flt-1, but it lacks transmembrane and cytoplasmatic 
domains. It works as a strong antagonist of VEGF and PlGF and 
induces hypertension, endothelial dysfunction, and nephrotic pro-
teinuria when administered to animal models (6). In humans, pre-
vious publications have demonstrated an angiogenic imbalance 
(increased serum sFlt-1 with low PlGF and VEGF) in patients who 
develop preeclampsia (7), including patients with lupus (8,9).

Although promising for the differential diagnosis with pre
eclampsia, few data are available regarding the behavior of these 
cytokines among pregnant patients with SLE who present quies-
cent or active LN, and most data come from case reports (4). The 
objective of this study was to evaluate serum levels of VEGF, PlGF, 
and sFlt-1 in pregnant women with SLE with inactive disease, 
active LN, and preeclampsia.

PATIENTS AND METHODS

This was a cross-sectional study of patients with SLE, diag-
nosed according to American College of Rheumatology (ACR) crite-
ria (10), with singleton pregnancies followed at a high-risk prenatal 
care clinic in a tertiary health unit (Universidade do Estado do Rio 
de Janeiro, Brazil). Patients were prospectively included accord-
ing to regular prenatal follow-up visits and were accompanied by 
obstetricians and rheumatologists experienced in evaluating preg-
nant patients with SLE. Women with other autoimmune diseases, 
including antiphospholipid syndrome, and with end-stage renal 
disease, were excluded because these conditions could influence 
the results of the tests.

Disease activity was established according to the Systemic 
Lupus Erythematosus Pregnancy Disease Activity Index (SLEPDAI) 
(11), and the occurrence of preeclampsia followed the American 
College of Obstetricians and Gynecologists proposed criteria (12). 
Clinical data were obtained by physical examination and medical 
chart reviews, with an initial classification of activity or preeclamp-
sia performed at the time of blood collection by both rheumatolo-
gist and obstetrician in all cases. After delivery, all initial diagnostic 
results were retrospectively reviewed to ensure that there was 

no misdiagnosis at first impression. Information about SLE char-
acteristics (clinical and laboratory manifestations before preg-
nancy, medications, Systemic Lupus International Collaborating 
Clinics/American College of Rheumatology Damage Index [SDI]) 
and outcomes of current pregnancy (gestational age at delivery, 
birth weight, Apgar score) were also recorded.

Blood samples were collected through venous puncture, 
within 3 weeks of delivery, during regular prenatal visits for patients 
with inactive SLE, or if disease activity or preeclampsia was sus-
pected during the third trimester. Serum sample aliquots were fro-
zen at –80oC for subsequent blinded analysis by enzyme-linked 
immunosorbent assay kits (PlGF: DRG Instruments; sFlt-1 and 
VEGF: R&D Systems) according to manufacturers’ recommenda-
tions. All samples were run in duplicate in 2 batches in the same 
laboratory, and average rates were reported. Manufacturers’ con-
trols were used, and the assay was repeated if there was a varia-
tion >10% between duplicates.

The results were compared between groups, using Pearson’s 
chi-square test, the Mann-Whitney U test, and analysis of variance 
as appropriate. A receiver operating characteristic curve was cre-
ated for the sFlt-1:PlGF ratio and VEGF to determine cutoff values 
and analyze the accuracy of the tests. This study was approved 
by the Universidade do Estado do Rio de Janeiro Institutional 
Review Board.

RESULTS

A total of 74 women were prospectively added according to 
the inclusion criteria. One patient with a diagnosis of secondary 
antiphospholipid syndrome and 2 patients who presented with 
nonrenal SLE activity were excluded from this analysis. For the 
purpose of this study, only patients with active renal manifesta-
tions were included in the active SLE group.

A total of 41 patients had inactive or mildly active SLE (group 
1: SLEPDAI score <4), 15 had active LN (group 2: SLEPDAI score 
≥4, including renal criteria), and 15 had preeclampsia (group 3) at 
the time of blood collection. Among patients of group 1, 36.5% 
had a history of LN but had no clinical or laboratory manifestations 
of active renal disease. Patients with active LN and preeclamp-
sia had higher proteinuria and serum creatinine levels compared 
to patients with inactive SLE, although there were no cases of 
severe renal disfunction (all patients had creatinine <1.2 mg/dl). 
Patients with active LN more frequently had positive anti-dsDNA 
than the other 2 groups (11 of 15 versus 10 of 56; P < 0.001), 
but there was no significant difference in the number of patients 
with hypocomplementemia (6 of 15 versus 13 of 56; P = 0.19).

Two patients who had been initially classified as having active 
LN were reclassified as having preeclampsia due to subtle nor-
malization of hypertension and proteinuria a few days after deliv-
ery without considerable change of medications. Demographics 
and clinical characteristics of included patients are described in 
Table 1.

SIGNIFICANCE & INNOVATIONS
•	 Pregnant patients with lupus and preeclampsia 

have increased serum levels of soluble Flt-1 and 
lower levels of placental growth factor when com-
pared to inactive systemic lupus erythematosus 
(SLE) and active lupus nephritis.

•	 Levels of vascular endothelial growth factor were 
higher in patients with active lupus nephritis com-
pared to inactive SLE and preeclampsia.

•	 Evaluation of angiogenic and antiangiogenic fac-
tors can be a new tool to differentiate preeclamp-
sia from lupus nephritis during pregnancy in clinical 
practice.
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Blood sample collections were performed at a mean gesta-
tional age of 36.8, 33.7, and 34.5 weeks, respectively, in groups 
1, 2, and 3, and delivery occurred at 38.7, 35.7, and 35.8 weeks, 
respectively. The mean gestational age of blood collection and 
delivery was significantly higher in patients with inactive SLE 
(P < 0.001 for both). The mean SDI score was similar in all groups, 
as were 5th-minute Apgar scores. The mean birth weight was 
considerably lower in patients with active LN and even more in 
those with preeclampsia (P < 0.001).

Medications used during pregnancy are described in 
Table 2. Patients in group 2 (active LN) used prednisone and aza-
thioprine more frequently compared to the other groups. Only 
2 patients in the study were not using hydroxychloroquine and 
>80% were using low-dose aspirin.

Mean levels of VEGF, PlGF, and sFlt-1 of each group are 
reported on Table 3 and Supplementary Figures 1–4, available on 
the Arthritis Care & Research website at http://onlin​elibr​ary.wiley.
com/doi/10.1002/acr.24360/​abstract. Patients with SLE and 
preeclampsia had significantly lower mean serum levels of PlGF, 
while sFlt-1 was significantly higher in patients with preeclampsia 
compared to pregnant patients with inactive SLE or active LN. 
The sFlt-1:PlGF ratio was also significantly higher in patients of 
group 3 (preeclampsia) compared to other patients with SLE 

(groups 1 and 2). VEGF was higher in patients with LN compared 
to inactive SLE and SLE with preeclampsia, while PlGF and sFlt-1 
were similar when both groups with SLE without preeclampsia 
were compared.

The positive predictive value (PPV) for preeclampsia with a 
sFlt-1:PlGF ratio of 44 was 56.5% (13 of 23), with a negative pre-
dictive value (NPV) of 95.8% (46 of 48). The sensitivity was 86.6% 
(13 of 15) and specificity was 80.3% (45 of 56). For a VEGF cutoff 
of 10.4 pg/ml, the sensitivity for active LN was 53.3% (8 of 15) and 
specificity of 87.5% (49 of 56), with a PPV of 53.3% (8 of 15) and 
an NPV of 87.5% (49 of 56).

DISCUSSION

The differential diagnosis between active LN and preeclamp-
sia in patients with SLE is crucial for better outcomes, because 
the first condition is treated with immunosuppressive therapy 
and the latter has considerable improvement of manifestations 
after delivery (2). This study provides new insights for this conun-
drum, because serum levels of sFlt-1 and the sFlt-1:PlGF ratio 
were higher in patients with preeclampsia, while PlGF levels were 
significantly lower compared to pregnant patients with SLE with-
out this obstetric morbidity.

Table 1.  Demographic and clinical characteristics and gestational results of patients with inactive SLE, active LN, and 
SLE with preeclampsia*

Inactive SLE  
(n = 41)

Active LN  
(n = 15)

SLE with preeclampsia  
(n = 15) P†

Age at inclusion, years 27.2 ± 6 29.4 ± 4.4 30.1 ± 5.8 0.17
Gestational age at blood collection, weeks 36.8 ± 1.7 33.7 ± 4.2 34.5 ± 2.5 <0.001‡
Gestational age at delivery, weeks 38.7 ± 1.9 35.7 ± 3.8 35.8 ± 2.5 <0.001‡
SDI 0.3 ± 0.6 0.3 ± 0.5 0.1 ± 0.4 0.45
History of LN, no. (%) 15 (35.7) 15 (100) 8 (53.3) NA
Birth weight 2,976.8 ± 532.4 2,448.4 ± 759.2 2,174.3 ± 834.6 <0.001‡
Serum creatinine at inclusion, mg/dl 0.57 ± 0.14 0.76 ± 0.22 0.67 ± 0.21 <0.001‡
Proteinuria at inclusion, grams/24 hours 0.2 + 0.1 2.2 + 1.5 1.7 + 1.9 <0.001‡
5th-minute Apgar score 9.0 ± 0.6 8.7 ± 2.5 8.7 ± 0.6 0.60
Small for gestational age newborn, no. (%)§ 5 (12.1) 4 (26.6) 9 (60) NA

* Values are the mean ± SD unless indicated otherwise. LN = lupus nephritis; NA = not applicable; SLE = systemic lupus 
erythematosus; SDI = Systemic Lupus International Collaborating Clinics/American College of Rheumatology Damage Index. 
† P values by analysis of variance. 
‡ Statistically significant. 
§ Defined as birth weight below 10th percentile. 

Table 2.  Medications used by included patients with inactive SLE, active LN, and SLE with preeclampsia*

Inactive SLE  
(n = 41)

Active LN  
(n = 15)

SLE with preeclampsia  
(n = 15) P†

Prednisone 24 (57.1); 9.4 ± 6.9 14 (93.3); 27.9 ± 23.7 8 (53.3); 10.3 ± 6.6 <0.0001‡
Hydroxychloroquine 40 (95.2); 385.0 ± 53.3 15 (100); 400.0 ± 0 15 (100); 386.7 ± 51.6 0.56
Azathioprine 18 (42.8); 111.1 ± 36.6 13 (86.6); 130.8 ± 38.4 6 (40.0); 100.0 ± 31.6 0.06
Antihypertensive, no. (%) 1 (2.3) 4 (26.6) 4 (26.6) NA
Low-dose aspirin, no. (%) 34 (80.9) 14 (93.3) 12 (80) NA

* Values are the number (%); mean ± SD unless indicated otherwise. LN = lupus nephritis; SLE = systemic lupus erythematosus; 
NA = not applicable. 
† P values by analysis of variance. 
‡ Statistically significant. 

http://onlinelibrary.wiley.com/doi/10.1002/acr.24360/abstract
http://onlinelibrary.wiley.com/doi/10.1002/acr.24360/abstract
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Levine et al described a case–control study of healthy nullipa-
rous women, with increased serum levels of sFlt-1 in patients with 
preeclampsia compared to controls, while PlGF and VEGF were 
significantly lower. The authors suggest that the physiologic proan-
giogenic state of the second trimester (high PlGF and low sFlt-1) is 
converted to an antiangiogenic state during late pregnancy, with 
higher sFlt-1 and lower PlGF to control placental vascular growth. 
Patients with preeclampsia would have this conversion at an ear-
lier stage and more abruptly, with an exaggeration of the normal 
process of placental growth and function (7).

Two publications have validated, in a prospective fashion, the 
use of angiogenic and antiangiogenic factors in patients with SLE 
and preeclampsia, demonstrating the same pattern as healthy 
women and also the possibility to predict patients who will develop 
this obstetric condition (8,9). Nonetheless, the researchers did not 
evaluate the levels of those factors in patients with active renal 
SLE, precluding the use for differential diagnosis between LN and 
preeclampsia and did not include VEGF in their analysis.

Angiogenic factor imbalance can also be used as predictor of 
adverse obstetric outcomes, such as preeclampsia, fetal/neonatal 
death, fetal growth restriction, and indicated preterm delivery. In 
the Predictors of Pregnancy Outcome: Biomarkers in APL Syn-
drome and SLE study, sFlt-1 and PlGF levels between 12 and 15 
weeks were significantly altered in patients with SLE with severe 
adverse obstetric outcomes (13). Another publication identified a 
higher sFlt-1:PlGF ratio between 24 and 29 weeks in women with 
SLE who developed adverse obstetric outcomes compared to 
uncomplicated pregnancies and 5 patients with SLE flare, none 
with renal activity (14).

We have previously reported that, although nonpregnant 
patients with a history of LN had increased sFlt-1 levels compared 
to controls, PlGF was also higher in these patients, which is a dif-
ferent pattern compared to preeclampsia (15). The current study 
confirms the potential use of these angiogenic and antiangiogenic 
factors for a differential diagnosis of preeclampsia and LN, also 
demonstrating that serum VEGF is higher in patients with active 
LN compared to those with inactive lupus and preeclampsia. This 
result is in consonance with previous publications that demon-
strated increased serum VEGF in nonpregnant patients with SLE 
with active disease compared to SLE controls (16). Some authors 

have suggested that a low sFlt-1:PlGF ratio may rule out preec-
lampsia for a few weeks in patients without SLE, based on the 
very high reported NPV of this ratio (17), a result that was also 
found in this study.

Considering the fact that that hydroxychloroquine treat-
ment for pregnant patients with SLE may reduce the incidence 
of preeclampsia (18), in vitro studies have investigated the effect 
of this medication on human placental explants from term gesta-
tions exposed to hypoxic injury. A protective effect on endothe-
lial function has been described, but there was no influence on 
sFlt-1 and soluble endoglin release (19). In a similar study, aza-
thioprine significantly increased sFlt-1 and PlGF expressions on 
term placenta explants after 24 hours of incubation when com-
pared to controls (20). However, there are no studies evaluating 
whether these drugs affect angiogenic and antiangiogenic levels 
in pregnant women.

Our results may help physicians with prenatal care of preg-
nant patients with SLE, considering that differential diagnosis 
between LN and preeclampsia can be challenging, and some-
times impossible, using currently available methods. Serum 
complement levels, usually low in patients with proliferative glo-
merulonephritis, may be normal due to physiologic changes of 
pregnancy. Dysmorphic hematuria is not always present in nephri-
tis and anti-dsDNA can be persistently positive in some patients 
with SLE, while serum uric acid is normally elevated in preeclamp-
sia but is not specific for the disease (3).

Two patients had an initial diagnosis of LN at inclusion, 
but maintenance of abnormalities despite early immunosuppres-
sive treatment, in addition to rapid reversal of hypertension and 
proteinuria after delivery, switched this diagnosis to preeclampsia. 
Retrospective blinded analysis of studied factors also indicated a 
diagnosis of preeclampsia in both patients (high sFlt-1 and low 
PlGF), suggesting that this information could have changed the 
initial recommended treatment. Similarly, Hirashima et al pub-
lished a case report about a woman with an initial diagnosis of 
preeclampsia who did not reverse proteinuria and hypertension 
for >30 days after delivery, receiving a final diagnosis of new onset 
of LN during pregnancy (4). Evaluation of blood samples retrieved 
before delivery demonstrated normal serum levels of sFlt-1 and a 
sFlt-1:PlGF ratio, so the authors suggest that if these results had 

Table 3.  Mean values of VEGF, PlGF, sFlt-1, and sFlt-1:PlGF ratio for patients with inactive SLE, active LN, and SLE with preeclampsia*

Inactive 
SLE 

(n = 41)

Active 
LN 

(n = 15)

SLE with 
preeclampsia 

(n = 15)

P†

Inactive SLE × LN Inactive SLE × PE LN × PE
VEGF, pg/ml 5.6 ± 7 12.3 ± 10.1 4.1 ± 5 0.006‡ 0.45 0.009‡
PlGF, pg/ml 189.8 ± 146.1 198.7 ± 134.8 61.4 ± 127.3 0.83 0.003‡ 0.007‡
sFlt-1, pg/ml 1,804.2 ± 668.3 1,832.1 ± 760.9 2,517.0 ± 431.9 0.90 <0.001‡ 0.006‡
sFlt-1:PlGF ratio 22.9 ± 25.1 23.3 ± 35.5 781.1 ± 1,211.3 0.96 0.02‡ 0.02‡

* Values are the mean ± SD unless indicated otherwise. LN = lupus nephritis; PE = preeclampsia; PlGF = placental growth factor; sFlt-1 = soluble 
Flt-1; SLE = systemic lupus erythematosus; VEGF = vascular endothelial growth factor. 
† P values by Mann-Whitney U test. 
‡ Statistically significant. 
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been available at the time, they could have ruled out preeclampsia 
and proceeded to appropriate diagnosis and treatment (4).

The small number of patients is a limitation of this study, but 
the exclusion of patients with SLE activity without LN and women 
with other autoimmune diseases, especially antiphospholipid syn-
drome, makes the results more reliable for the intended differential 
diagnosis. Either way, this is the largest study evaluating these 
factors for this purpose, led by obstetricians and rheumatologists 
with considerable experience in prenatal care of lupus patients.

In conclusion, this study demonstrated that pregnant patients 
with SLE who developed preeclampsia had similar angiogenic 
and antiangiogenic profile of patients with preeclampsia without 
SLE, low serum PlGF, and high serum sFlt-1, with a high sFlt-1:PlGF 
ratio. This pattern differs from patients with inactive SLE or active 
LN, the latter condition being the main differential diagnosis during 
gestation of SLE patients. In addition, there is an increase in serum 
VEGF in patients with active LN, which is not expected in preec-
lampsia. Evaluation of angiogenic and antiangiogenic factors can 
be a new tool to differentiate preeclampsia from LN during preg-
nancy in clinical practice.
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Contribution of Sex and Autoantibodies to 
Microangiopathy Assessed by Nailfold Videocapillaroscopy 
in Systemic Sclerosis: A Systematic Review of the Literature
Nina M. van Leeuwen,1  Jacopo Ciaffi,2 Jan W. Schoones,1 Tom W. J. Huizinga,1 and Jeska K. de Vries-Bouwstra1

Objective. Microangiopathy and dysregulation of the immune system play important roles in the pathogenesis of 
systemic sclerosis (SSc). Factors that trigger vascular injury in SSc have not been elucidated so far. We undertook 
this study to evaluate whether sex or expression of specific antinuclear autoantibodies might associate with the 
degree of microangiopathy through performance of a systematic review that summarizes what is known about these 
associations.

Methods. A standardized search of PubMed, Embase, Web of Science, and the Cochrane Library were performed 
to identify studies that described autoantibodies in SSc patients and microangiopathy and, for the second search, 
those that described sex and microangiopathy.

Results. We included 11 studies that described the relationship between SSc-specific autoantibodies and 
microangiopathy and 6 studies that reported on the association between sex and microangiopathy. Contradictory 
results were found on the association between SSc-specific autoantibodies and microangiopathy, and no association 
was found between sex and microangiopathy based on the current literature.

Conclusion. Based on this review of the literature, we can conclude that sex does not seem to influence degree 
of microangiopathy in SSc, while results on association between SSc-specific autoantibodies and degree of 
microangiopathy were inconclusive.

INTRODUCTION

Systemic sclerosis (SSc) is characterized by a triad of micro-
vascular damage, dysregulation of innate and adaptive immunity, 
and generalized fibrosis that can affect skin and internal organs 
(1). In SSc, the most frequent symptom of microvascular damage 
is Raynaud’s phenomenon (RP), which is present in up to 96% 
of patients and often represents the earliest manifestation of the 
disease. Current concepts indicate that microangiopathy is a key 
factor in early pathogenesis of SSc. In RP that is evolving to defi-
nite SSc, presence of microvascular damage and SSc-specific 
autoantibodies indicate a very high probability of developing SSc 
(2). The frequency of progression is higher with both the presence 
of SSc autoantibodies and microvascular damage (79.5%) than 
with the presence of 1 of these predictors (32.2%) (3). In addition 
to its diagnostic value, the degree of microangiopathy is also a 
valuable prognostic marker in SSc patients, as it contributes to the 

prediction of future organ complications (3–5). The SSc-specific 
autoantibodies are associated with specific clinical characteristics 
and therefore are of additional prognostic value. Anticentromere 
antibodies (ACAs) are associated with a decreased risk of lung 
(odds ratio [OR] 0.12) and heart (OR 0.39) involvement, while 
patients who are anti–topoisomerase I antibody (ATA) positive 
have an increased risk for these complications (OR 6.66 and OR 
2.12, respectively) (6,7). Strikingly, the degree of microangiopathy 
was comparable between ACA+ and ATA+ patients (late SSc pat-
tern; ACA 33%, ATA 25%), which suggests that the presence of a 
specific antinuclear antibody (ANA) is independent of the develop-
ment of microangiopathy.

In some studies, however, an association between microvas-
cular damage and autoantibodies has been described (8). ANAs, 
found in 95% of patients with SSc, have been mentioned as 1 of 
the possible triggers for vascular injury by causing acceleration 
of vascular endothelial cell senescence and therefore inducing 
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RP (9,10). Other studies suggest that autoantibody production 
occurs secondary to vasculopathy, and as such these autoanti-
bodies should be viewed as a bystander in disease pathogenesis 
(7,11,12).

Vasculopathy in SSc involves all layers of the peripheral blood 
vessels and is caused by a dysfunction of the endothelium, result-
ing in an imbalance of vasoactive factors. In particular, endothelin 
1 plays a prominent role in the regulation of vascular tone through 
its receptors. RP induces prolonged ischemia-reperfusion injury, 
which may cause persistent endothelial activation, resulting in 
apoptosis, microvascular damage, and other toxic stimuli. Recent 
insights showed that impaired functioning of endothelial progenitor 
cells could be involved in angiogenic response and in the patho-
genesis of SSc. Microvascular tone alterations and cell apoptosis 
trigger the opening of intercellular junctions in the endothelial bar-
rier. This loss of integrity favors further migration and homing of 
inflammatory cells, inducing increased microvascular permeability 
and progressive vascular leak (13). Infective stimuli, environmental 
exposures, sex, and endocrine disturbances have all been pro-
posed as contributors to microangiopathy (14,15).

In SSc, there is a marked sex imbalance, with higher prev-
alence of the disease in women than in men (4:1). Also, distribu-
tion of ANA is disbalanced, with women showing more frequently 
ACA positivity and men showing more frequent ATA positivity. In 
general, disease course is more severe in men, resulting in lower 
survival rates (45% versus 23% after 10 years) (16–20). The most 
frequent disease-related causes of death also differ between men 
and women, with interstitial lung disease in men and pulmonary 
hypertension (PH) in women (21). The higher incidence of PH in 
women and the fact that unopposed estrogen replacement ther-
apy has been associated with increased RP suggest a contribu-
tion of hormonal factors to microangiopathic manifestations (22); 
however, little information is known about the relationship between 
sex and microangiopathy in SSc.

As microvascular damage is one of the hallmarks of SSc, 
different imaging techniques have been applied to evaluate 
structural and functional abnormalities of the finger microcircula-
tion in patients with SSc (23–26) (see Supplementary Appendix 
A and Supplementary Table 1, available on the Arthritis Care & 
Research website at http://onlin​elibr​ary.wiley.com/doi/10.1002/
acr.24149/​abstract). However, nailfold videocapillaroscopy (NVC) 

is considered the most reliable tool to distinguish between primary 
and secondary RP. NVC is widely applied and provides the oppor-
tunity to directly visualize the evolving obliterative microangiopathy 
and nailfold capillary abnormalities characteristic of SSc, that have 
been classified as scleroderma pattern (27).

Given the role of microangiopathy in the pathogenesis of 
SSc, insights in the factors responsible for microvascular damage 
could contribute to our understanding of disease pathophysiology. 
Therefore, we decided to evaluate and summarize in this compre-
hensive review what is known about the association between the 
expression of specific autoantibodies and microangiopathy, and 
between sex and microangiopathy in SSc.

MATERIALS AND METHODS

Literature search. A systematic literature search was per-
formed (JWS), including studies published before June 17, 2019. 
The databases used were Medline (via PubMed), Web of Science, 
the Cochrane Library, and Embase. No restrictions on date were 
applied, and only manuscripts published in English or Dutch were 
selected. The search strategy intended to include all relevant 
reports describing adult patients with SSc, in which microangi-
opathy of the hand was evaluated and where association with 
SSc-specific autoantibodies was assessed. A second system-
atic literature search performed on the same day intended to 
include all relevant reports describing adult patients with SSc, in 
which microangiopathy of the hand was evaluated and a com-
parison between male and female patients was described (for 
search strategies, see Supplementary Appendix A, available on 
the Arthritis Care & Research website at http://onlin​elibr​ary.wiley.
com/doi/10.1002/acr.24149/​abstract).

Two reviewers (NMvL and JC) independently screened the 
titles of retrieved articles and, in the case that 1 or both reviewers 
identified a publication as possibly relevant, the study proceeded 
to abstract screening. In case of discrepancies in agreement, 
abstracts were reviewed by a third investigator (JKdV-B). Full text 
reading was performed for the selected abstracts (NMvL and JC).

Screening process and study selection criteria. For 
the review on autoantibodies and microangiopathy, the following 
criteria were applied: 1) adult participants (ages >18 years) with a 
clinical diagnosis of SSc; 2) fulfillment of either American College 
of Rheumatology (ACR) 2013, ACR 1980, or LeRoy and Medsger 
criteria (28,29); 3) report on prevalence of SSc-related autoanti-
bodies, including at least ATAs or ACAs, and additionally, anti–RNA 
polymerase III (anti–RNAP III), anti–RNAP I, antifibrillarin, anti-PM/
Scl, or anti-Th/To antibodies; and 4) assessment of microangiop-
athy using ≥1 imaging modality, including NVC, laser dermoscopy, 
Doppler confocal microscopy, laser speckle contrast analysis 
(LASCA)/video image analysis, and photomicroscopy.

For the review on sex and microangiopathy, the following cri-
teria were applied: 1) adult participants (ages >18 years) with a 

SIGNIFICANCE & INNOVATIONS
• Degree of microangiopathy is used as a diagnostic

and prognostic tool in systemic sclerosis (SSc).
• Factors that influence microangiopathy are not

completely elucidated.
• Based on the current literature in SSc, there is no as-

sociation between sex and degree of microangiop-
athy, but for SSc-specific autoantibodies, the results 
are contradictory, advocating further evaluation.

http://onlinelibrary.wiley.com/doi/10.1002/acr.24149/abstract
http://onlinelibrary.wiley.com/doi/10.1002/acr.24149/abstract
http://onlinelibrary.wiley.com/doi/10.1002/acr.24149/abstract
http://onlinelibrary.wiley.com/doi/10.1002/acr.24149/abstract
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clinical diagnosis of SSc; 2) fulfillment of either ACR 2013, ACR 
1980, or LeRoy and Medsger criteria (28,29); 3) report on the 
comparison between female and male patients, with at least n = 3 
and 10% male patients included in the study; and 4) assessment 
of microangiopathy using ≥1 imaging modality, including NVC, 
laser dermoscopy, Doppler confocal microscopy, LASCA/video 
image analysis, and photomicroscopy. Exclusion criteria for both 
search strategies were animal studies, editorials, reviews, letters 
to the editor, unpublished material, case-reports, and manuscripts 
written in languages other than English or Dutch.

Quality assessment. The Newcastle-Ottawa scale was 
used for assessment of quality of case–control studies, whereas 
the National Institutes of Health quality assessment tool was used 
for observational cohort studies (30,31). Discrepancies in scoring 
and implications for interpretation of the findings were discussed 
(NMvL and JC).

Evaluation of capillaroscopic descriptions through-
out the studies. In the literature a variety of definitions are used 
to describe NVC. In this review, we will report the NVC findings 
in a standardized way by evaluating the used terminology to 
describe NVC characteristics per included article. In line with the 
European League Against Rheumatism recommendations on 
capillaroscopy, the NVC characteristics can be evaluated quanti-
tatively, qualitatively, or semi-quantitively (32) (see Supplementary 
Appendix A and Supplementary Table 1, available online at http://
onlin​elibr​ary.wiley.com/doi/10.1002/acr.24149/​abstract). When 

available, all these NVC characteristics were extracted throughout 
the included articles.

RESULTS

Literature search and study description. Figures 1 and 2​  
show flow charts of the systematic review processes. Eleven 
studies that demonstrated the association between autoanti-
bodies and microangiopathy (7,8,11,33–40) and 6 studies that 
demonstrated the association between sex and microangiopa-
thy (33,37,40–43) were included. Three studies addressed both 
associations (33,37,40). All of the included articles were cohort 
or case–control studies, but many were limited by small sam-
ple sizes. In the majority of the included articles, except for 4 
(8,11,42,43), the association of interest was not the primary out-
come of the study. Characteristics of all included studies are pro-
vided in Table 1. In all, these studies included 4,704 women (83%) 
and 971 men (17%), with a mean age of 49 years. Subtypes of 
SSc were specified in all but 1 article (diffuse cutaneous SSc 
[n = 1,473 (28%)] and limited cutaneous SSc [n = 3,746 (72%)]). 
Disease duration was defined either as time since onset of RP, 
as time since onset of first sign or symptom attributable to SSc 
different from RP, or as time since diagnosis, and ranged between 
6 months and 37 years.

Comprehensiveness of reporting. The comprehensiveness 
of reporting was variable. Although all selected studies used 
NVC, the parameters to describe microangiopathy and to classify 
severity of microvascular changes differed between the studies.

Figure 1.  Flow chart of the association of autoantibodies and microangiopathy.

http://onlinelibrary.wiley.com/doi/10.1002/acr.24149/abstract
http://onlinelibrary.wiley.com/doi/10.1002/acr.24149/abstract
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Risk of bias. Study quality is summarized in Supplemen-
tary Table 1, available online at http://onlin​elibr​ary.wiley.com/
doi/10.1002/acr.24149/​abstract. Three articles were assessed 
as high quality (7,8,33), 9 as medium quality (11,33–39,42), and 
2 as low quality due to selection bias, performance bias, and in-
complete outcome data (40,43). Because of the limited number 
of studies reporting on the association between autoantibodies, 
sex, and microangiopathy, we chose to also include medium- 
and low-quality articles.

Autoantibodies and microangiopathy. A meta-analysis 
could not be conducted due to heterogeneity of the studies 
and the use of different outcome measures. In total, 11 studies 
described the associations between autoantibodies and micro
angiopathy (Table 2).

Qualitative assessment of NVC. Caramaschi et al performed 
NVC in 103 SSc patients and the degree of microangiopathy 
was defined as early, active, or late SSc pattern according to 
Cutolo et al (quality score good) (32,33). The distribution of ANA, 
ACA, and ATA positivity did not differ between patients with ear-
ly, active, or late SSc patterns. De Santis et al investigated 44 
SSc patients using NVC to identify early, active, or late SSc pat-
terns (quality score medium) (34). No significant differences in 
the SSc patterns were found between ACA+ and ATA+ patients. 
In a study that included 287 SSc patients, ACA, ATA, anti-RNP, 
anti–RNAP III, anti-fibrillarin, anti-PM/Scl, anti-Th/To, and anti-Ku 
antibodies were evaluated, and early, active, or late SSc patterns 
were described on NVC (quality score good) (7). The prevalence 

of NVC patterns was equally distributed among patients with 
different specific autoantibodies. On the contrary, Pizzorni et al 
investigated 33 SSc patients and classified the degree of mi-
croangiopathy according to the 3 SSc patterns: early, active, or 
late (quality score medium) (37). ATA+ patients showed a late 
SSc pattern (P = 0.002) more frequently, while in ACA+ patients 
early or active SSc patterns were more common (P = 0.03). Cu-
tolo et al evaluated NVC patterns and serum autoantibodies in 
241 SSc patients (quality score good) (8). NVC was described as 
early, active, or late SSc pattern. ATA positivity was significantly 
less frequent in the early SSC patterns (5%) than in the active 
(25%), or late (24%) SSc patterns.

Presence of ATA was shown to be related to earlier expression 
of the active and late SSc patterns of microvascular damage. On 
the other hand, ACA positivity was found more frequently, although 
not significantly, in the early pattern. The authors concluded that 
specific autoantibodies do not seem directly linked to the expres-
sion of a singular NVC pattern, but that autoantibodies might be 
related to the rate of progression of microvascular damage. In a 
study by Ingegnoli et al, data from the European Scleroderma Trials 
and Research group were used to investigate NVC in 2,754 SSc 
patients (quality score medium) (38). NVC patterns were described 
as early, active, or late SSc pattern. Late pattern was present in 
47% of ATA+ and in 28% of ACA+ (P < 0.05) patients, while early 
and active patterns were more frequent in ACA+ than in ATA+ 
patients (44% versus 28%; P < 0.05). Significant associations were 
found between ATA positivity and late SSc pattern, and between 
ACA positivity and early/active SSc pattern (P = 0.03). Sulli et al 

Figure 2.  Flow chart of the association of sex and microangiopathy.

http://onlinelibrary.wiley.com/doi/10.1002/acr.24149/abstract
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found that the prevalence of ATA was significantly higher in patients 
with the late SSc pattern (n = 42; quality score medium) (11). Fichel 
et al described the characteristics of 88 SSc patients with normal, 
nonspecific, or SSc-specific NVC pattern (quality score medium) 
(35). The frequencies of ANA, ACA (P = 0.90), and ATA (P = 0.34) 
positivity were comparable for normal/nonspecific and SSc-
specific NVC patterns. This is in line with the results of Ghizzoni 
et al who described NVC features, demographic, clinical, and sero-
logic manifestations of 275 SSc patients (quality score medium) 

(36). No differences in the percentage of ACA or ATA positivity were 
found between patients with SSc patterns compared to patients 
with normal/nonspecific NVC patterns (ACA: 15.2% versus 14.6%, 
ATA: 31.8% versus 23.6%; all nonsignificant).

Quantitative assessment of NVC. Besides the SSc-specific 
NVC patterns, de Santis et al also described the amount of gi-
ants, neoangiogenesis, avascular areas, and the capillary densi-
ty and compared these characteristics between ACA+ and ATA+ 
patients (34). No significant differences were found.

Table 2.  Association between autoantibodies and microangiopathy*

Study, type
Patients, 

no. Antibodies NVC assessment Significance Conclusion
Markusse et al, 2017 

(7); qualitative†
253 ACA, ATA, 

RNAPIII, RNP, 
U3 RNP, Pm/Scl

Early; active; late SSc 
pattern

P > 0.10 No significant difference

Cutolo et al, 2004 (8); 
qualitative

241 ACA, ATA Early; active; late SSc 
pattern

P < 0.01 ATA+ more frequent in 
active and late patterns 
than in early

Sulli et al, 2013 (11); 
qualitative

42 ACA, ATA Early; active; late SSc 
pattern

P = 0.03 (OR 8.0 
[1.4-47.0])

ATA more often present in 
late pattern than in early 
and active

Sulli et al, 2013 (11); 
semiquantitative

42 ACA, ATA MES ANA vs. ACA, P = 0.09, 
ANA vs. ATA, P = 0.05

No significant differences

Caramaschi et al, 
2007 (33); 
qualitative

103 ACA, ATA Early; active; late SSc 
pattern

Nonsignificant (not 
specified)

No significant difference

De Santis et al, 2016 
(34); qualitative

44 ACA, ATA Early; active; late SSc 
pattern

P < 0.05 No significant difference

De Santis et al, 2016 
(34); quantitative

44 ACA, ATA Giants, neoangiogenesis, 
avascular areas, 
density

P > 0.05 No significant differences

Fichel et al, 2014 (35); 
qualitative

88 ACA, ATA Normal; SSc pattern ACA normal/SSc 
pattern, P = 0.90 (OR 
0.90 [0.3-2.6]); ATA 
normal/SSc pattern, 
P = 0.34 (OR 0.50 
[0.1-2.6])

No significant difference

Ghizzoni et al, 2015 
(36); qualitative

275 ACA, ATA Normal; SSc pattern Nonsignificant (not 
specified)

No significant difference

Pizzorni et al, 2017 
(37); qualitative

33 ACA, ATA Early; active; late SSc 
pattern

ACA early and active/
late, P = 0.03; ATA 
early and active/late, 
P = 0.02

Early-active pattern more 
often present in ACA 
patients; late pattern 
more often present in ATA 
patients.

Pizzorni et al, 2017 
(37); 
semiquantitative†

33 ACA, ATA MES ACA MES <6/>6, 
P = 0.72; ATA MES 
<6/>6, P = 0.43

No significant differences

Ingegnoli et al, 2013 
(38); qualitative

2,754 ACA, ATA Early; active; late SSc 
pattern

P < 0.05 ATA more often present in 
late pattern than in early 
and active

Tieu et al, 2018 (39); 
semiquantitative

152 ACA, ATA, RNP, 
RNAPIII

Mean capillary damage 
score; mean capillary 
dropout score

RNAPIII > capillary 
damage compared 
with ACA and RNP 
(P < 0.001); ATA and 
RNAPIII > dropout 
compared with ACA 
(P = unknown)

Difference found between 
autoantibodies and 
capillary damage and 
capillary dropout

Chandran et al, 1995 
(40); 
semiquantitative

52 ACA, ATA, RNP Moderate loss and 
enlargement; extreme 
capillary dropout; 
class 1 to 5

Not mentioned ATA+ patients more severe 
nailfold changes 
compared to ACA and 
RNP+

* ACA = anticentromere antibody; ANA = antinuclear antibody; ATA = anti–topoisomerase 1 antibody; MES = microangiopathy evolution score; 
NVC = nailfold videocapillaroscopy; RNAP III = RNA polymerase III; SSc = systemic sclerosis. 
† Same article used 2 techniques for NVC assessment. 
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Semiquantitative assessment of NVC. A study by Tieu 
et  al included 152 SSc patients and investigated capillary 
dropout during follow-up (quality score medium) (39). Pa-
tients with anti–RNAP III had a significantly higher nailfold 
capillary total damage index compared with ACA+, ATA+, and 
anti-RNP+ patients. Patients with ATA or anti–RNAP III had 
greater capillary dropout than patients with ACA, despite a 
significantly shorter disease duration. Finally, a study by Chan-
dran et al demonstrated that in 52 SSc patients, the ATA+ 
cases had more severe nailfold changes (quality score low) 
(40). However, in this study only 4 ATA+ patients were included 
and 2 of them had severe NVC changes, whereas of the 22 
ACA+ patients, 3 had severe NVC changes. Two studies, by 
Pizzorni et al and by Sulli et al (quality score medium) used 
the microangiopathy evolution score (MES) to semiquantita-
tively evaluate the degree of microvascular damage. No signif-
icant differences in the MES were found between ACA+ and 
ATA+ patients (11,37).

In conclusion, weighing the results shown in Table 2, the 
total number of patients in the studies that found an association 
between autoantibodies and microangiopathy was 2,364, com-
pared to 742 patients in the studies that did not find an asso-
ciation. This would implicate that specific autoantibodies are 
associated with the degree of microangiopathy; however, when 
only high-quality studies were evaluated (7,8,33), an association 
was found only in 241 patients, while in 390 patients no associ-
ation between autoantibodies and microangiopathy was noted.

Sex and microangiopathy. In total, 6 studies reported on 
sex and microangiopathy in patients with SSc (Table 3). A meta-
analysis could not be conducted due to the heterogeneity of the 
studies.

Qualitative assessment. A study by Caramaschi et al in-
cluded 103 SSc patients (12 men, 91 women) and the micro-
vascular alterations were classified as early, active, and late 
SSc patterns (quality score good) (33). In this study, no sig-
nificant differences in NVC patterns were found between male 
and female patients. Freire et al studied 1,506 SSc patients 
(165 men, 1,341 women) and assessed microangiopathy with 
the use of NVC and described the degree of microangiopathy 
as slow or active pattern (quality score medium) (42). No sig-
nificant difference in the distribution of patterns was observed 
between men and women (46% versus 53% for slow pattern 
and 37% versus 33% for active pattern). Pizzorni et al evalu-
ated 33 patients, including 5 men, and found no difference in 
the prevalence of SSc patterns in men or women (37). One of 
6 studies suggested a possible sex difference regarding mi-
croangiopathy (41). In 49 SSc patients who were treated with 
iloprost and underwent 2 NVC examinations with a 3-year in-
terval, improvement of SSc pattern was found to be associated 
with male sex (r = 9.07, P = 0.019).

Quantitative and semiquantitative assessment. None of the 
included studies evaluated the association between sex and 
quantitative assessment of microangiopathy. Chandran et al per-
formed a study on prevalence, subset characteristics, and NVC 
patterns of SSc patients in South Australia (quality score low) 
(40). The study included 44 men and 8 women, and an equal 
proportion of men and women had severe capillary changes of 
class IV (moderate loss of capillaries) and V (extreme capillary 
dropout). Simeon et al evaluated 91 SSc patients, of which 9 
were men (quality score low) (43). The NVC patterns were de-
scribed using capillary loss and megacapillaries as parameters. 
No significant NVC differences were found between male and fe-
male patients. In line with these results, Pizzorni et al compared 

Table 3.  Association between sex and microangiopathy*

Study, type
Patients, 

no.
Sex, female/

male NVC assessment Significance Conclusion
Caramaschi et al, 2007 

(33); qualitative
103 91/12 Early; active; SSc pattern Nonsignificant (not 

specified)
No significant difference

Pizzorni et al, 2017 (37); 
qualitative†

33 28/5 Early; active; late SSc 
pattern

P = 0.623 No significant difference

Pizzorni et al, 2017 (37); 
semiquantitative†

33 28/5 MES 0–9, <6 or >6 
dichotomized

P = 0.625 No significant difference

Chandran et al, 1995 
(40); semiquantitative

52 44/8 Moderate loss and 
enlargement; extreme 
capillary dropout; class 1 
to 5

Not mentioned No significant difference

Caramaschi et al, 2009 
(41); qualitative

49 44/5 Early; active; late SSc 
pattern

P < 0.05 Improvement of NVC 
associated with male sex

Freire et al, 2017 (42); 
qualitative

1,506 1,341/165 Slow (giants and minimal 
loss) or active pattern 
(capillary loss and 
nonvascularization)

P = 0.126 (slow pattern 
male/female); P = 0.420 
(active pattern male/
female)

No significant difference

Simeon et al, 1996 (43); 
semiquantitative

91 82/9 Capillary loss and 
megacapillaries

P = 0.71 (capillary loss); 
P = 1.00 (megacapillaries)

No significant difference

* MES = microangiopathy evolution score; NVC = nailfold videocapillaroscopy; SSc = systemic sclerosis. 
† Same article used 2 techniques for NVC assessment. 
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MES between men and women, and no significant difference 
was found (37).

In conclusion, of the 6 included articles, 5 studies including 
1,614 women and 204 men did not show an association between 
sex and microangiopathy. The only study showing a significant 
difference included 44 women and 5 men and, importantly, male 
patients were more often treated with cyclophosphamide, but 
a multivariate analysis to identify the contribution of sex corrected 
for the prescribed treatment was not performed (41).

DISCUSSION

Microangiopathy can be secondary to different causes. 
Research in different fields shows that many factors can 
affect microangiopathy, including biological, environmental, and 
socioeconomic factors (44,45). In addition, sex-specific factors 
have been postulated as men and women develop different types 
of ischemic heart disease with different pathophysiologic back-
ground (3,4). Atherosclerosis is more common in men, while in 
women vasoreactivity prevails, characterized by spasm and 
endothelial alterations. Microvascular dysfunction with perfusion 
problems seems to be present more often in women with cardio
vascular disease, and takotsubo cardiomyopathy, heart failure, 
and stroke are more common in women (46,47).

Similarly, it has been recognized that there are clinical differ-
ences between female and male patients with systemic autoim-
mune rheumatic diseases in which microangiopathy plays a role, 
such as systemic lupus erythematosus (SLE) and SSc (48). SLE 
is rare in men, and men with SLE are more likely to experience 
cardiovascular complications and myocardial infarction and are 
less likely to have dermatologic manifestations (48). Nevertheless, 
it remains unknown why SLE in men differs substantially from SLE 
in women.

Although there is a growing interest, the exact interplay 
between autoantibodies and microangiopathy in autoimmune 
diseases remains to be elucidated. In SLE, a difference in 
autoantibody prevalence has been suggested between men and 
women. Anticardiolipin antibodies, anti–double-stranded DNA 
antibodies, and lupus anticoagulant were found to be more 
prevalent in men in a few studies (49). Some studies showed 
that in lupus nephritis, antiphospholipid antibodies and lupus 
anticoagulant were more frequently observed in patients with 
thrombotic microangiopathy of the kidney. Additionally, among 
the autoantibodies mainly implicated in neuropsychiatric (NP) 
SLE, anti-β2-glycoprotein I antibodies are preferentially involved 
in focal NP events that are a consequence of noninflamma-
tory microangiopathy; otherwise, anti–ribosomal P protein anti-
bodies and anti–N-methyl-d-aspartate receptor antibodies might 
cause diffuse NP events (49). In dermatomyositis, anti-MDa5 
autoantibodies have a strong correlation with vasculopathy 
(50). Irrespective of these specific cases, little information is 
available on the association between sex or autoantibodies 

and microangiopathy in connective tissue diseases, both for SSc 
and for other systemic autoimmune diseases.

As the assessment of microangiopathy has an established 
diagnostic and prognostic role in SSc patients (51), we value pos-
sible factors that could influence microangiopathy as relevant. In 
this review of the literature, we focused on the influence of sex 
and autoantibodies on microangiopathy in SSc patients. We can 
conclude that sex does not associate with degree of microangi-
opathy in SSc, while the results on association between specific 
autoantibodies and degree of microangiopathy were inconclusive. 
When summarizing the findings of the positive studies for autoanti-
bodies and microangiopathy, presence of ATA might be associated 
with more severe microangiopathy as reflected by a late pattern. 
Indeed, both more severe damage and presence of ATA associate 
with more severe disease in SSc. However, the degree of micro
angiopathy can change over time and possible confounders such 
as age, disease duration, comorbidities, or medications were not 
taken into account in any of the included studies. When evalu-
ating the high-quality studies only, no clear association between 
ATA and more severe microangiopathy was shown. However, even 
in these studies the results were not adjusted for confounders. 
Therefore, we believe that further prospective controlled studies 
are needed to better explore the association between presence of 
specific antibodies and the degree of microangiopathy.

Regarding sex and microangiopathy, no clear association 
was found in the included articles. However, only 6 studies were 
retrieved and 2 evaluated sex differences as primary outcome 
(42,43). Also, a relatively limited number of men was included in 
the studies. Although several studies focused on sex differences 
in SSc, a possible difference between males and females in the 
degree of microangiopathy was disregarded in most studies. To 
account for the sex gap and disease dissimilarities in SSc, a role of 
sex hormones has been proposed. Estrogens act as enhancers of 
the immune system and of cell proliferation, as also demonstrated 
in cultures of cells harvested from skin biopsies of SSc patients 
(52–54). A recent study demonstrated a protective effect of estro-
gens in dermal fibrosis, as estrogens reduce transforming growth 
factor β–dependent activation of dermal fibroblasts, and estrogen 
inhibition leads to a more severe experimental dermal fibrosis, but 
their effects on vasculature are largely unknown (55). At macro-
vascular level, hormone replacement therapy might be protective 
against the risk of pulmonary arterial hypertension, and short- or 
long-term administration of conjugated estrogens induced flow-
mediated dilatation in the brachial artery of SSc patients (56–58). 
Regarding microvasculature, little is known about the effects of 
estrogen in patients with SSc (22). A recent study investigated the 
influence of cumulative endogenous estrogen exposure (CEEE) 
in patients with SSc on the degree of microvascular damage 
observed through NVC, and no association between length of 
CEEE and degree of microvascular impairment was found (59).

We aimed to summarize the available evidence about 
the association between sex, or specific autoantibodies, 
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and microangiopathy in SSc, but our review is not without lim-
itations. We could include only a limited number of articles, 
with variable quality and, due to the heterogeneity of patients 
and outcomes, a meta-analysis could not be conducted.

Contradictory results were found about the association 
between autoantibodies and microangiopathy and no firm conclu-
sions can be drawn. As NVC has prognostic relevance in the global 
assessment of each single SSc patient, we believe that the identifi-
cation of factors possibly affecting microangiopathy is of relevance 
to elucidate the pathophysiology of microangiopathy and for clinical 
risk stratification. Therefore, in consideration of the paucity of avail-
able data, and especially the lack of data derived from high-quality 
research, we advocate further prognostic cohort studies to evalu-
ate factors contributing to the degree of microangiopathy in SSc.
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Clinical Features of Systemic Sclerosis–Mixed Connective 
Tissue Disease and Systemic Sclerosis Overlap Syndromes
Jessica L. Fairley,1  Dylan Hansen,2 Susanna Proudman,3 Joanne Sahhar,4 Gene-Siew Ngian,4 Jenny Walker,5 
Gemma Strickland,2 Michelle Wilson,2 Kathleen Morrisroe,2  Nava Ferdowsi,2 Gabor Major,6  Janet Roddy,7 
Wendy Stevens,2 and Mandana Nikpour,8 for the Australian Scleroderma Interest Group

Objective. To describe the clinical characteristics and outcomes of systemic sclerosis–mixed connective tissue 
disease (SSc–MCTD) and SSc overlap syndrome.

Methods. We included patients from the Australian Scleroderma Cohort Study who met American College of 
Rheumatology/European Alliance of Associations for Rheumatology criteria for SSc. Three mutually exclusive groups 
were created: SSc–MCTD, SSc overlap, and SSc only. Univariate comparison of clinical features was performed by 
analysis of variance or chi-square test. Survival analysis was performed using Kaplan-Meier (KM) curves and Cox 
proportional hazards regression models.

Results. Of 1,728 patients, 97 (5.6%) had SSc–MCTD, and 126 (7.3%) had SSc overlap. Those with MCTD–SSc 
were more commonly Asian (18.3% versus 10.1% in SSc overlap, and 3.6% in SSc only; P < 0.0001) and younger at 
disease onset (38.4 years versus 46.5 or 46.8 years, P < 0.0001). Those with SSc–MCTD or SSc overlap were more 
likely to have limited cutaneous SSc. All 3 groups had similar frequency of interstitial lung disease (ILD), although 
pulmonary arterial hypertension (PAH) was less common in SSc overlap. Synovitis and myositis were more common 
in SSc overlap and SSc–MCTD than in SSc only. KM curves showed better survival in SSc–MCTD than SSc overlap 
or SSc only (P = 0.011), but this was not significant after adjustment for sex and age at disease onset. SSc-specific 
antibodies were survival prognostic markers, with antinuclear antibody centromere or anti-RNP conferring better 
survival than anti–Scl-70 or anti–RNA polymerase III (P = 0.005). Patients with SSc–MCTD and SSc overlap had lower 
mortality following diagnosis of ILD and PAH than patients with SSc only.

Conclusion. This study provides insights into the clinical characteristics of patients with SSc–MCTD, SSc overlap, 
and SSc only and shows that anti-RNP antibodies are associated with better survival than anti–Scl-70 and anti-RNA 
polymerase III antibodies.

INTRODUCTION

Mixed connective tissue disease (MCTD) is a heterogeneous 
clinical syndrome first described in 1972 (1). It is characterized 
by overlapping features of multiple connective tissue diseases, 
including systemic sclerosis (SSc), systemic lupus erythematosus 
(SLE), polymyositis (PM), and rheumatoid arthritis (RA) (1,2). Fea-
tures may include synovitis, myositis, finger swelling, Raynaud’s 
phenomenon, and acrosclerosis (1,3). Antibody to the extractable 

nuclear antigen (ENA) U1-RNP complex is the serologic hallmark 
of MCTD (2). Multiple diagnostic criteria exist, with the most sensi-
tive and specific being those described by Alargon-Sergovia and 
Kahn (3). These criteria require positive anti–U1-RNP antibodies 
(titer ≥1:1,600) in combination with ≥3 of swollen hands, synovi-
tis, myositis, Raynaud’s phenomenon, and acrosclerosis (3).

By definition, MCTD shares many features with other connec-
tive tissue diseases (2,4). Accordingly, some patients with MCTD 
will fulfill diagnostic criteria for both MCTD and another connective 
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tissue disease. Of interest is the overlap between patients who 
meet diagnostic criteria for MCTD and SSc simultaneously.

Patients who have both SSc and clinical features of another 
connective tissue disease, such as SLE, RA, PM, or Sjögren’s 
syndrome, are often classified as having SSc overlap syndromes 
(2,4). The wider literature suggests that these patients have a 
different disease course and organ involvement from those who 
purely meet criteria for limited or diffuse cutaneous SSc (2); thus, 
arguably, they should be considered a distinct subgroup.

Our study aims to describe the clinical phenotype of patients 
in the Australian Scleroderma Cohort Study (ASCS) who are 
recorded as having MCTD or SSc overlap syndromes. We aim to 
compare these groups with the remainder of the cohort in terms 
of clinical manifestations and outcome.

PATIENTS AND METHODS

Patients. Patients were recruited from the ASCS. The 
ASCS is a multicenter study across 13 participating Australian 
centers to investigate risk and prognostic factors in SSc. The 
ASCS has been approved by all human research ethics commit-
tees of participating sites, with St. Vincent’s Hospital Melbourne 
Human Research Ethics Committee acting as the coordinating 
site. Written informed consent was obtained from all patients at 
recruitment. See Appendix A for members of the ASCS.

Selection of patient groups. We included only those 
patients who met the American College of Rheumatology/
European Alliance of Associations for Rheumatology criteria for 
SSc (5). We divided patients into 3 mutually exclusive groups for 

analysis: those with SSc and MCTD (SSc–MCTD), those with SSc 
overlap syndromes (SSc overlap), and those with SSc only. SSc–
MCTD was defined as positive anti-RNP antibodies, and at least 
3 of the following clinical features: synovitis, myositis, finger swell-
ing, Raynaud’s phenomenon, and acrosclerosis in accordance 
with accepted diagnostic criteria (1,3). Patients who were positive 
for anti-RNP but did not have at least 3 clinical features of MCTD 
as listed above were not included in the SSc–MCTD group but in 
the SSc only or SSc overlap groups depending on other clinical 
features recorded in the database and classification according to 
the treating physician. SSc overlap was designated by the treating 
physician if there were clinical features of another connective tis-
sue diseases present (e.g., SLE, RA, PM, or Sjögren’s syndrome), 
although it was not mandated that patients independently fulfilled 
diagnostic criteria for these conditions. In those who were classified 
as having SSc overlap, physicians were offered the option of nom-
inating the connective tissue disease that patients shared features 
with, but this was not compulsory. The physician could also nomi-
nate >1 overlap condition. Patients who were listed in the database 
as having both MCTD and an overlap syndrome were included in 
the SSc–MCTD group. Patients who did not meet criteria for SSc–
MCTD or SSc overlap were included in the SSc only group.

Autoantibody testing. Indirect immunofluorescence was 
used to detect antinuclear antibody (ANA). Antibodies to ENAs 
and antibodies to RNA–polymerase III were detected by enzyme-
linked immunosorbent assay (ELISA), immunoblot, or a combi-
nation of these using local laboratory commercial test kits. ELISA 
was used to determine anti–double-stranded DNA (anti-dsDNA) 
antibody in most laboratories, with the Farr radioimmunoassay 
used by 2 laboratories. Autoantibody positivity was defined by a 
positive result according to the local laboratory protocol.

Data collection. Demographic and disease data were pro-
spectively collected at baseline and annual reviews thereafter in 
a standardized fashion as part of the ASCS. All disease data or 
antibody results were defined as present if they had ever been 
reported from the time of diagnosis. Disease onset and dura-
tion was defined as time from the first non–Raynaud’s phenom-
enon manifestation. The LeRoy criteria were used to determine 
disease subtype (diffuse or limited) (6). Pulmonary arterial hyper-
tension (PAH) was diagnosed by right heart catheterization, using 
a mean pulmonary artery pressure ≥25 mm Hg in association with 
a pulmonary arterial wedge pressure ≤15 mm Hg. High-resolution 

SIGNIFICANCE & INNOVATIONS
•	 There are some significant differences in clinical 

features of systemic sclerosis–mixed connective tis-
sue disease (SSc–MCTD) and SSc overlap compared 
with SSc only.

•	 Antibodies may be more accurate at predicting 
prognosis than classification according to these 
disease groups.

•	 While development of interstitial lung disease (ILD) 
or pulmonary arterial hypertension (PAH) was a 
poor prognostic factor, patients with SSc–MCTD 
and SSc overlap had lower mortality following diag-
nosis of ILD and PAH than patients with SSc only.
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computed tomography (HRCT) of the chest was used to diag-
nose interstitial lung disease (ILD), usually performed in response 
to clinical examination findings (chest crepitations) or abnormal 
respiratory function testing. Severity of ILD was defined by the 
extent of involvement on HRCT (mild <20%, moderate 20–30%, 
severe >30%). In the absence of symptoms suggestive of PAH or 
ILD, patients within the ASCS were screened annually with both 
transthoracic echocardiography and pulmonary function testing. 
Definitive diagnostic testing as discussed above was arranged if 
these were abnormal. Scleroderma renal crisis was diagnosed in 
the presence of 2 of 3 criteria: new-onset hypertension with no 
alternate cause, unexplained rise in serum creatinine, or microan-
giopathic hemolytic anemia. Small intestinal bacterial overgrowth 
was diagnosed by concurrent diarrhea and use of cyclical antibi-
otics. Endoscopy was used to diagnose gastric antral vascular 
ectasia, reflux esophagitis, and esophageal strictures. Hospital-
ization data were collected annually based on patient-reported 
admissions of >24 hours. Malignancy was defined by presence 
of melanoma, solid organ, or hematologic malignancy.

Statistical analysis. Characteristics of patients in the study 
are presented as the mean ± SD for continuous variables or number 
(%) for categorical variables. We compared continuous variables 
among the 3 groups using 1-way analysis of variance. Discrete 
variables were compared using chi-square test. All-cause mortality 
was used for survival analysis. Kaplan-Meier (KM) curves and the 
Wilcoxon test were used to estimate survival from SSc onset, PAH 
diagnosis, and ILD diagnosis according to disease group and anti-
body status. Cox proportional hazards regression analysis was used 
to determine multivariable predictors of mortality. Patient character-
istics that were clinically significant were considered for multivariate 
analysis of survival, including sex, age at disease onset, and one of 
either disease group or autoantibody status. In the antibody model, 
any patient who had multiple antibodies (among ANA centromere, 
anti-RNP, anti–Scl-70, and anti–RNA polymerase III) was excluded 
from the analysis. Any patients who did not have any of these anti-
bodies were included in the “no antibody” category. Characteristics 
with a P value ≤0.05 who did not violate the proportional hazards 
assumption were included in the multivariate model. Due to collin-
earity between disease groups and SSc-specific antibodies, these 
variables were each included in separate multivariable models. The 
results were reported as hazard ratios (HRs) with accompanying 
95% confidence intervals (95% CIs). All statistical analyses were 
performed using Stata, version 15.1.

RESULTS

Description of whole cohort. A total of 1,728 patients ful-
filled the inclusion criteria for this study. The characteristics of this 
cohort are summarized in Table 1. Of the 1,728 patients included, 
1,489 (86%) were female, 1,285 (74%) had limited disease, and 442 
(26%) diffuse disease. In total, 97 patients (5.6%) were identified as 

having both SSc and MCTD (SSc–MCTD), while 126 (7.3%) were 
identified as having SSc overlap syndrome. Patients with SSc–
MCTD or SSc overlap were more likely to have limited cutaneous 
SSc than patients with SSc only (84.5% and 83.3% versus 73%). 
Most patients were White (92%), followed by Asian ethnicity (4.9%). 
Ethnicity was similar between SSc only and SSc overlap, although 
in the SSc–MCTD group, Asian background was significantly more 
common (18.3% versus 10.1% [SSc overlap] and 3.6% [SSc only]; 
P < 0.0001). Patients with SSc–MCTD were younger at disease 
onset (38.4 years versus 46.5 or 46.8 years; P < 0.0001). Mean 
duration of follow-up was similar between groups at ~4.5 years. 
Among those who had SSc overlap, 49 (38.9%) were listed as over-
lap with RA, 17 (13.5%) with SLE, 22 (17.5%) with polymyositis, 3 
(2.4%) with dermatomyositis, 43 (34.1%) with Sjögren’s syndrome, 
and in 2 (1.6%), the overlap condition was not specified.

Autoantibody profile of the 3 disease groups. The 
autoantibody profile of the cohort is summarized in Table 1. In 
accordance with our definition of MCTD, antibodies to RNP were 
positive in all patients with SSc–MCTD. Anti-RNP was positive 
in 2.4% of patients with SSc overlap and 0.3% with SSc only. 
These RNP-positive patients did not otherwise meet diagnos-
tic criteria for MCTD. Anti–Scl-70 was more commonly positive 
in patients with SSc only (15.0%) or SSc overlap (20.2%) than 
those with SSc–MCTD (7.5%). There was a higher frequency of 
anti–RNA polymerase III positivity in SSc only (14.6%) compared 
with the other 2 groups (SSc overlap 8.0%, SSc–MCTD 2.1%; 
P = 0.0135). Anti–Jo-1 positivity was more common in patients 
with SSc overlap (1.7%) or SSc–MCTD (2.1%) than SSc only 
(0.3%; P = 0.0073). Anti-Ro and anti-La were both more common 
in SSc–MCTD (26.3% and 5.3%, respectively) and SSc overlap 
(28.8% and 4.2%, respectively) than SSc only (6.6% and 1.3%, 
respectively) (P < 0.0001 and P = 0.0023, respectively). Anti-Sm 
positivity was significantly more common in SSc–MCTD (25.8%) 
than SSc overlap (3.4%) or SSc only (0.3%; P < 0.0001).

Antineutrophil cytoplasmic antibodies (ANCAs) were more 
common in patients with SSc–MCTD (25.0%) or SSc overlap 
(25.2%) than SSc only (13.2%; P = 0.0001), although with no sig-
nificant differences in frequency of anti-MPO or anti-PR3 positiv-
ity. Anti-CCP antibody was most common in SSc overlap (9.4%), 
followed by SSc–MCTD (7.1%) and SSc only (2.8%; P = 0.0451), 
without significant difference in frequency of rheumatoid factor 
positivity. Anti-dsDNA antibody was significantly more common 
in SSc–MCTD (19.8%) and SSc overlap (15.0%) than SSc only 
(5.9%; P < 0.0001).

Clinical characteristics and organ involvement. The 
clinical characteristics of patients is presented in Table 2. Regard-
ing cardiopulmonary involvement, PAH was more common in 
those with SSc–MCTD (12.4%) and SSc only (11.1%) than in 
patients with SSc overlap (4.8%), although this was not statisti-
cally significant (P = 0.0751). There was no significant difference 
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in mean pulmonary artery pressure at PAH diagnosis among 
groups. No significant differences existed for frequency of ILD 
between groups. No difference existed in frequency of pericardial 
or myocardial disease.

In terms of gastrointestinal involvement, patients with SSc 
overlap were significantly more likely to have experienced dys-
phagia (60.3% versus SSc–MCTD 45.4%, SSc only 45.5%; 
P = 0.0006) than those with SSc only or SSc–MCTD. There was 
a higher frequency of esophageal strictures in this group (SSc 
overlap 24.6% versus SSc–MCTD 23.7% and SSc only 16.7%; 
P = 0.0221). Lowest recorded body mass index was within nor-
mal range in all groups, although lower in those with SSc–MCTD 
(23.6 versus SSc only 25.0 and SSc overlap 24.4; P = 0.0260).

In terms of musculoskeletal and mucocutaneous mani-
festations, patients with SSc–MCTD were less likely to expe-
rience non-hand skin ulcers (SSc only 8.8% versus SSc 
overlap 7.9%, SSc–MCTD 4.1%; P = 0.0018), calcinosis 
(SSc–MCTD 21.6% versus SSc only 41.3%, SSc overlap 
37.3%; P = 0.0011), and joint contractures than other groups 
(SSc–MCTD 25.8% versus SSc only 39.7%, SSc overlap 
42.9%; P = 0.0344). There was no difference in frequency of 
sclerodactyly. Highest recorded modified Rodnan skin thick-
ness scores were greater in those with SSc only (mean ± SD 
11.9 ± 9.6) rather than SSc–MCTD (mean ± SD 8.8 ± 7.8) 
or SSc overlap (mean ± SD 9.4 ± 7.9; P = 0.0003). Sicca 
symptoms were more common in those with SSc overlap than 

Table 1.  Demographic and autoantibody profiles of study participants (n = 1,728)*

Variable
SSc only
group

SSc–MCTD
overlap group

SSc overlap
group P

Sex
Female 1,293 (85.9) 83 (85.6) 113 (89.7) 0.4924
Male 212 (14.1) 14 (14.4) 13 (10.3)

Disease subtype
Diffuse 406 (27.0) 15 (15.5) 21 (16.7) 0.0024
Limited 1,098 (73.0) 82 (84.5) 105 (83.3)

Race
Aboriginal Islander 16 (1.1) 1 (1.1) 1 (0.8) <0.0001
Asian 52 (3.6) 17 (18.3) 12 (10.1)
White 1,341 (93.3) 71 (76.3) 105 (88.2)
Hispanic 12 (0.8) 1 (1.1) 0 (0.0)
Other 16 (1.1) 3 (3.2) 1 (0.8)

Age at recruitment 57.6 (12.50) 49.9 (13.67) 57.5 (12.4) <0.0001
Age at onset of SSc 46.8 (14.1) 38.4 (14.4) 46.5 (15.2) <0.0001
Follow-up in ASCS, years 4.5 (3.33) 4.6 (2.98) 4.4 (3.0) 0.8699
Ever smoked 742 (49.3) 50 (51.5) 64 (50.8) 0.9885
Autoantibody profile

ANA positive 1,395 (95.4) 94 (96.9) 114 (92.7) 0.2884
ANA centromere 717 (49.6) 11 (11.6) 51 (42.1) <0.0001
ANA homogeneous 278 (19.5) 17 (18.1) 28 (23.5) 0.5293
ANA nucleolar 329 (22.9) 8 (8.5) 25 (21.0) 0.0045
ANA speckled 352 (24.6) 76 (79.2) 34 (28.1) <0.0001
Anti–RNA polymerase III 141 (14.6) 1 (2.1) 7 (8.0) 0.0135
Anti-RNP 5 (0.3) 97 (100.0) 3 (2.4) <0.0001
Anti–Jo-1 4 (0.3) 2 (2.1) 2 (1.7) 0.0073
Anti-La 19 (1.3) 5 (5.3) 5 (4.2) 0.0023
Anti-Ro† 93 (6.6) 25 (26.3) 34 (28.8) <0.0001
Anti–Scl-70 214 (15.0) 7 (7.5) 24 (20.2) 0.0374
Anti-Sm 4 (0.3) 24 (25.8) 4 (3.4) <0.0001
ANCAs 175 (13.2) 21 (25.0) 27 (25.2) 0.0001
Anti-MPO 19 (1.4) 2 (2.4) 3 (2.8) 0.4558
Anti-PR3 24 (1.8) 3 (3.6) 4 (3.7) 0.2340
Anti-dsDNA 70 (5.9) 17 (19.8) 17 (15.0) <0.0001
Anti-CCP 11 (2.8) 2 (7.1) 5 (9.3) 0.0451
Rheumatoid factor 391 (28.9) 31 (34.1) 38 (33.3) 0.3769
Anti–PM-Scl 21 (1.5) 1 (1.1) 2 (1.7) 0.9312
No SSc-specific antibody‡ 376 (27.9) 71 (81.6) 42 (36.2) <0.0001

* Values are the number (%) unless indicated otherwise. ANA = antinuclear antibody; ANCAs
= antineutrophil cytoplasmic antibodies; ASCS = Australian Scleroderma Cohort Study; CCP = 
cyclic citrullinated peptide; dsDNA = double-stranded DNA; MCTD = mixed connective tissue 
disease; PR3 = proteinase 3; SSc = systemic sclerosis. 
† Anti-Ro60 antibody. 
‡ This refers to the absence of scleroderma-specific antibodies, i.e., none of antinuclear 
antibody centromere, anti-RNP, anti–Scl-70, or anti–RNA polymerase III. 
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Table 2.  Organ involvement and immunosuppressive treatment in study participants (n = 1,728)*

Variable
SSc only
group

SSc–MCTD
group

SSc overlap
group P

Cardiopulmonary
PAH† 167 (11.1) 12 (12.4) 6 (4.8) 0.0751
PAP at PAH diagnosis, mean ± SD mm Hg 35.4 ± 10.1 38.8 ± 13.0 29.3 ± 5.2 0.1742
ILD (on HRCT)† 393 (66.4) 25 (61.0) 34 (70.8) 0.6178
Severity of ILD‡

Mild (<20%) 212 (56.5) 17 (70.8) 17 (53.1) 0.6317
Moderate (20–30%) 111 (29.6) 4 (16.7) 11 (34.4)
Severe (>30%) 52 (13.9) 3 (12.5) 4 (12.5)

Lowest FVC, mean ± SD† 89.3 ± 22.1 81.5 ± 19.5 87.7 ± 21.6 0.0029
Pericardial effusion† 126 (8.5) 7 (7.3) 7 (5.7) 0.5396
Myocardial disease† 114 (7.6) 6 (6.2) 10 (7.9) 0.8667

Gastrointestinal
Malabsorption† 56 (3.7) 7 (7.2) 9 (7.1) 0.0549
Rectal prolapse† 30 (2.0) 0 (0.0) 5 (4.0) 0.1103
GAVE† 169 (11.2) 5 (5.2) 10 (7.9) 0.1010
Esophageal stricture† 251 (16.7) 23 (23.7) 31 (24.6) 0.0221
Fecal incontinence† 439 (29.2) 16 (16.5) 34 (27.0) 0.0577
Dysphagia† 685 (45.5) 44 (45.4) 76 (60.3) 0.0006
Reflux esophagitis† 1,248 (82.9) 80 (82.5) 107 (84.9) 0.8382
Vomiting† 320 (21.3) 18 (18.6) 45 (35.7) 0.0044
Lowest BMI score† 25.0 (5.4) 23.6 (4.8) 24.4 (5.0) 0.0260

Musculoskeletal and mucocutaneous
SSc skin changes present† 1,365 (93.0) 81 (85.3) 111 (89.5) 0.0115
Skin ulcers (non-hand)† 132 (8.8) 4 (4.1) 10 (7.9) 0.0018
Highest MRSS score† 11.9 (9.6) 8.8 (7.8) 9.4 (7.9) 0.0003
Synovitis† 541 (35.9) 56 (57.7) 74 (58.7) <0.0001
Myositis† 64 (4.3) 18 (18.6) 28 (22.2) <0.0001
Calcinosis† 622 (41.3) 21 (21.6) 47 (37.3) 0.0011
Joint contractures 597 (39.7) 25 (25.8) 54 (42.9) 0.0344
Large joint contractures 54 (3.6) 1 (1.0) 7 (5.6) 0.0074
Small joint contractures 268 (17.8) 7 (7.2) 31 (24.6) 0.0159
Puffy digits/scleredema† 1,041 (69.2) 80 (82.5) 84 (66.7) 0.0522
Sclerodactyly† 1,337 (88.8) 84 (86.6) 114 (90.5) 0.7123
Dry eyes† 941 (62.5) 64 (66.0) 100 (79.4) 0.0056
Dry mouth† 1,085 (72.1) 67 (69.1) 110 (87.3) 0.0048
Tendon friction rubs† 130 (8.6) 8 (8.2) 12 (9.5) 0.9810

Renal
Renal crisis† 55 (3.7) 0 (0.0) 5 (4.0) 0.1548
Glomerular filtration rate (lowest)†

<30 40 (2.8) 1 (1.1) 5 (4.1) 0.1545
30–60 347 (24.4) 14 (14.9) 29 (24.0)
>60 1,036 (72.8) 79 (84.0) 87 (71.9)

Vascular
Raynaud’s phenomenon† 1,494 (99.3) 97 (100.0) 126 (100.0) 0.4404
Digital gangrene/amputation† 199 (13.2) 11 (11.3) 10 (7.9) 0.4191
Digital ulcers† 777 (51.6) 42 (43.3) 56 (44.4) 0.2876
Telangiectasia† 1,300 (86.4) 82 (84.5) 96 (76.2) 0.0094

Malignancy
All malignancies§ 314 (20.9) 15 (15.5) 26 (20.6) 0.4430

Biochemistry/laboratory parameters
Low C3† 238 (17.6) 21 (22.8) 31 (27.0) 0.0260
Low C4† 234 (17.3) 31 (33.7) 30 (26.1) 0.0001
Highest ESR† 27.5 (24.7) 34.6 (25.7) 30.5 (23.6) 0.0145
Highest CK† 132.6 (134.9) 209.1 (403.7) 199.7 (378.1) <0.0001
Lowest hemoglobin† 123.6 (17.2) 120.8 (14.2) 123.1 (17.3) 0.2650
Lowest albumin† 37.5 (4.5) 37.1 (5.6) 37.0 (4.2) 0.4580
Lowest platelet count† 244.3 (71.0) 225.7 (69.9) 246.7 (64.4) 0.0869

 (Continued)
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SSc only or SSc–MCTD (dry eyes 79.4% versus SSc–MCTD 
66.0% and SSc only 62.5%; P = 0.0056; dry mouth 87.3% 
versus SSc only 72.1% and SSc–MCTD 69.1%; P = 0.0048). 
Synovitis was equally common in SSc–MCTD and SSc overlap 
groups (57.7% and 58.7%, respectively) compared with SSc 
only (35.9%; P < 0.0001), as was myositis (SSc–MCTD 18.6% 
and SSc overlap 22.2% versus SSc only 4.3%; P < 0.0001). 
Puffy digits were more common in patients with SSc–MCTD 
(82.5%) than in those with SSc only (69.2%) or SSc overlap 
(66.7%; P = 0.0522).

No significant differences in the frequency of renal cri-
sis or vascular manifestations existed between groups, with 
the exception of telangiectasia, more commonly seen in SSc 
only (86.4%) or SSc–MCTD (84.5%) than SSc overlap (76.2%; 
P = 0.0094). In terms of biochemical and laboratory parameters, 
patients with SSc overlap were more likely to have had a low C3 
reading (27.0% versus SSc–MCTD 22.8% and SSc only 17.6%; 
P = 0.0260), while patients with SSc–MCTD were more likely to 
have had a low C4 reading (33.7% versus SSc overlap 26.1% 
and SSc only 17.3%; P = 0.0001). Highest recorded erythro-
cyte sedimentation rate was greater in those with SSc–MCTD 
(34.6) than those with SSc overlap (30.5) or SSc only (24.7; 
P = 0.0145).

Patients with SSc–MCTD and SSc overlap recorded simi-
lar mean peak creatine kinase levels (209.1 and 199.7, respec-
tively), significantly higher than those with SSc only (132.6; 
P < 0.0001). Other parameters were similar between groups.

Treatment data. Exposure to immunosuppressive or 
immunomodulatory treatment was generally much more common 
in those with SSc–MCTD or SSc overlap than SSc only (Table 2). 
Patients with SSc overlap were more likely than those with SSc–
MCTD to have been exposed to biologic medications, including 
abatacept, rituximab, and anti–tumor necrosis factor agents, as 
well as azathioprine and intravenous immunoglobulin (P < 0.01 
for all). Both groups were equally likely to have been exposed 
to synthetic disease-modifying antirheumatic drugs (DMARDs), 
including hydroxychloroquine, leflunomide, and methotrexate, as 
well as prednisolone, than those with SSc only (P < 0.0001 for all). 
Hydroxychloroquine and methotrexate were the most commonly 
used DMARDs in our population, both significantly more common 
in those with SSc–MCTD and SSc overlap than SSc only. All 3 
groups were equally exposed to cyclophosphamide, mycophe-
nolate, calcineurin inhibitors, and tocilizumab.

Patients with ILD were more likely to be treated with ritux-
imab, azathioprine, cyclophosphamide, mycophenolate, and 
prednisolone than those without ILD (see Supplementary Table 1, 
available on the Arthritis Care & Research website at http://onlin​
elibr​ary.wiley.com/doi/10.1002/acr.24167/​abstract). Patients with 
PAH were more likely to be treated with cyclophosphamide (see 
Supplementary Table 2, available at http://online​library.wiley.com/
doi/10.1002/acr.24167/​abstract). Frequency of immunosuppres-
sive therapies in SSc overlap patients by overlap condition is pre-
sented in Supplementary Table 3, available at http://onlin​elibr​ary.
wiley.com/doi/10.1002/acr.24167/​abstract.

Variable
SSc only
group

SSc–MCTD
group

SSc overlap
group P

Immunomodulatory/immunosuppressive 
treatments

Abatacept 2 (0.1) 0 (0.0) 2 (1.6) 0.0044
Rituximab/anti-CD20 10 (0.7) 5 (5.2) 9 (7.2) <0.0001
Azathioprine 106 (7.1) 14 (14.4) 23 (18.4) <0.0001
Calcineurin inhibitor 21 (1.4) 4 (4.1) 2 (1.6) 0.1116
Cyclophosphamide 135 (9.0) 9 (9.3) 12 (9.6) 0.9715
Hydroxychloroquine 262 (17.5) 48 (49.5) 54 (43.2) <0.0001
Leflunomide 10 (0.7) 4 (4.1) 5 (4.0) <0.0001
Methotrexate 292 (19.4) 43 (44.3) 61 (48.8) <0.0001
Mycophenolate 152 (10.1) 11 (11.3) 16 (12.8) 0.6109
Penicillamine 119 (7.9) 2 (2.1) 8 (6.4) 0.0927
Prednisolone 646 (43.0) 63 (64.9) 79 (63.2) <0.0001
TNF inhibitors 6 (0.4) 3 (3.1) 6 (4.8) <0.0001
Tocilizumab 5 (0.3) 1 (1.0) 1 (0.8) 0.4488
Intravenous immunoglobulin 4 (0.3) 0 (0.0) 6 (4.8) <0.0001

* Values are the number (%) unless indicated otherwise. BMI = body mass index; CK = creatine kinase; ESR = 
erythrocyte sedimentation rate; FVC = forced vital capacity; GAVE = gastric antral vascular ectasia; HRCT = high-
resolution computed tomography; ILD = interstitial lung disease; MCTD = mixed connective tissue disease; 
MRSS = modified Rodnan skin thickness score; PAH = pulmonary arterial hypertension; PAP = pulmonary 
artery pressure; SSc = systemic sclerosis; TNF = tumor necrosis factor. 
† Ever during follow-up or from SSc diagnosis. 
‡ ILD severity based on extent (%) of lung involvement on HRCT of the lung. 
§ Recorded malignancies included bowel, breast, hematologic, lung, melanoma, and nonmelanoma skin 
cancers. 

Table 2. (Cont’d)
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There was no difference between groups in exposure to anti-
hypertensives, vasodilators, or anticoagulants, or therapies target-
ing gastrointestinal manifestations (see Supplementary Table 4, 
available at http://onlin​elibr​ary.wiley.com/doi/10.1002/acr.24167/​
abstract). No major differences existed in the frequency of PAH 
treatments.

Survival and risk factors for mortality. Comparing sur-
vival by diagnosis, in KM analysis, patients with SSc–MCTD had a 
better prognosis than those with SSc only (P = 0.011) (Figure 1A). 
Those with SSc–MCTD also had better survival than patients with 
SSc overlap (P = 0.037). However, in multivariable Cox propor-
tional hazards models, after adjusting for sex and age at disease 
onset, there was no significant difference in survival among the 3 
groups (Table 3).

Compared to KM analysis of survival according to disease 
group, in KM analysis according to antibody positivity, differences 
were more pronounced (Figure 1B). Those who were positive for 
ANA centromere had a similar survival to patients positive for 
anti-RNP (Figure 1B). Patients with anti–Scl-70 or anti–RNA po
lymerase III positivity had worse survival than patients positive for 
ANA centromere or anti-RNP. In a multivariate Cox proportional 
hazards model of survival according to antibody status (using 

ANA centromere as a reference category), anti–Scl-70 positiv-
ity conferred a significantly worse prognosis (HR 2.75 [95% CI 
1.88–4.04], P < 0.001), as did anti–RNA polymerase III pos-
itivity (HR 1.79 [95% CI 1.11–2.89], P = 0.018) and absence 
of any positive SSc-specific antibody (HR 1.85 [95% CI 1.38–
2.47], P < 0.001). There was no significant difference in survival 
between patients positive for ANA centromere and anti-RNP 
(Table 3). Male sex (HR 2.20 [95% CI 1.62–2.97], P < 0.001) 
and older age at disease onset (HR 1.10 [95% CI 1.09–1.11], 
P < 0.001) were predictors of mortality, independently of disease 
groups (Table 3).

Patients with SSc–MCTD and SSc overlap had lower all-
cause mortality following diagnosis of ILD than those with SSc 
only (P = 0.024) (Figure 2A). A similar pattern was seen in all-
cause mortality following diagnosis of PAH, but this was not 
statistically significant (P = 0.058) (Figure 2B). However, when 
SSc–MCTD and SSc overlap patients were combined, they had 
significantly better survival than those with SSc only (P = 0.019) 
(Figure 2C). SSc myocardial disease or history of renal crisis did 
not predict increased mortality in this cohort.

DISCUSSION

In this large cohort of patients with SSc, 5.6% of patients 
were identified as having SSc–MCTD, and 7.3% had SSc overlap. 
Compared with SSc–MCTD, patients with SSc overlap or SSc 
only were more likely to have positive SSc-specific antibodies, 
including ANA centromere, anti–Scl-70, and anti–RNA polymer-
ase III. SSc overlap patients were more likely to have positive anti-
CCP antibodies than those with SSc–MCTD. SSc–MCTD patients 
were more likely to be positive for anti-Sm and anti-dsDNA. 
Patients with SSc–MCTD or SSc overlap were more likely than 
those with SSc only to have a number of other positive autoanti-
bodies (anti-Ro, anti-La, anti–Jo-1, and ANCA).

Clinically, both groups had similar frequency of ILD and PAH. 
Patients with SSc overlap had higher frequency of multiple gastro-
intestinal manifestations and cutaneous disease than those with 
SSc only or SSc–MCTD. Synovitis was equally common in SSc 
overlap and SSc–MCTD groups, although puffy digits were more 
common in those with SSc–MCTD. Myositis was equally com-
mon in those with SSc–MCTD and SSc overlap. Patients with 
SSc overlap or SSc–MCTD were significantly more likely to be 
exposed to a range of immunosuppressive medications, including 
prednisolone, than those with SSc only, with the most commonly 
used DMARDs being hydroxychloroquine and methotrexate. This 
increased frequency of immunomodulatory and immunosup-
pressive therapies likely reflects a greater frequency of inflamma-
tory manifestations (e.g., synovitis and myositis) in the SSc–MCTD 
and SSc overlap groups than in the SSc only group.

In terms of survival, scleroderma-specific antibodies were 
a more reliable indicator of survival than disease groups. ANA 
centromere or anti-RNP conferred consistently better survival 

Figure 1.  A, Survival by disease group, according to Kaplan-Meier 
survival estimates, for the systemic sclerosis (SSc) only group (blue), 
the SSc–mixed connective tissue disease (MCTD) group (red), and 
the SSc overlap group (green). B, Survival by autoantibody status 
for the antinuclear antibody (ANA) centromere group (blue), the anti-
RNP group (red), the anti–Scl-70 group (green), and the anti–RNA 
polymerase III group (yellow).

http://onlinelibrary.wiley.com/doi/10.1002/acr.24167/abstract
http://onlinelibrary.wiley.com/doi/10.1002/acr.24167/abstract
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than anti–Scl-70 or anti–RNA polymerase III, while disease 
groups were not associated with consistent differences in sur-
vival. Despite no difference in prognosis between groups in 
a multivariable model accounting for younger age of patients 
with SSc–MCTD, anti-RNP positivity continued to confer a sur-
vival benefit. Furthermore, absence of any SSc-specific antibody 
was associated with worse prognosis than ANA centromere or 
RNP positivity. Despite similar severity of ILD, patients with SSc–
MCTD and SSc overlap had consistently lower all-cause mortal-
ity following diagnosis of PAH or ILD than patients with SSc only. 
It may be that this difference is related to a lower frequency of 
diffuse disease in those with SSc overlap and SSc–MCTD or a 
protective effect of particular antibodies, e.g., anti-RNP or ANA 
centromere. Other potential explanations include different path-
ogenic mechanisms or greater exposure to immunosuppres-
sive medications.

In the wider literature, infrequent and inconsistent data  
describe features of patients with SSc overlap, and there is a 
paucity of data about patients with SSc–MCTD. While one study 
supports our finding that patients with SSc overlap, in addition 
to SSc–MCTD, were more likely to have limited skin involvement 
(2), another showed that those with SSc and myositis overlap 
were more likely to have diffuse skin disease (7). We identified a 
similar frequency of PAH and ILD in those with SSc–MCTD and 

SSc overlap. Other data support a similar frequency of PAH in 
those with SSc overlap and limited cutaneous SSc (2), albeit with 
a higher risk of ILD in SSc overlap than in limited cutaneous SSc 
(2) or SSc in general (7). Data in the wider literature consistently 
report higher rates of myositis (2) and arthritis/synovitis (7,8) in 
those with SSc overlap than SSc only, as was the case in our 
study. Furthermore, multiple studies in patients with SSc over-
lap (2,7) support our finding that patients with SSc overlap and 
SSc–MCTD are more likely to have >1 detectable autoantibody 
compared to those with SSc only.

Multiple studies have shown lower mortality in SSc patients 
with ANA centromere antibody positivity compared to those 
with anti–Scl-70 (9,10). In another cohort of patients with SSc, 
improved survival was demonstrated in those with anti-RNP 
or anticentromere antibody than in those with anti–Scl-70 (11). 
Interestingly, unlike in our study, this study did not demonstrate 
significantly worse survival in those with anti–RNA polymerase 
III positivity (11). Once ILD or PAH was diagnosed, patients with 
SSc–MCTD or SSc overlap had a better prognosis than those 
with SSc only, despite a similar severity of ILD. In the wider liter-
ature, disease subtype has not been shown to impact survival in 
those with PAH, suggesting that PAH is the most important factor 
(12). However, in our data, patients with SSc–MCTD had a lower 
all-cause mortality following ILD diagnosis.

Table 3.  Multivariable hazards models for mortality*

Variable

Model with disease group
(n = 1,555)

Model with autoantibodies
(n = 1,094)

HR 95% CI P HR 95% CI P
Sex

Female 1 – 1 –
Male 1.85 1.33–2.56 <0.001 1.72 1.10–2.68 0.018

Age at disease onset 1.10 1.09–1.11 <0.001 1.12 1.10–1.14 <0.001
Disease group

SSc only 1 –
SSc–MCTD 0.42 0.15–1.14 0.090
SSc overlap 0.89 0.47–1.69 0.718

Antibody
ANA centromere 1 –
Anti-RNP 0.85 0.33–2.19 0.740
Anti–Scl-70 2.16 1.28–3.65 0.004

Anti–RNA polymerase III 1.22 0.66–2.25 0.529
Interstitial lung disease

No 1 – 1 –
Mild/moderate 1.66 1.25–2.22 0.001 1.39 0.91–2.14 0.132
Severe 5.23 3.47–7.89 <0.001 4.14 2.16–7.95 <0.001

Pulmonary arterial 
hypertension

No 1 – 1 –
Yes 2.99 2.26–3.94 <0.001 3.26 2.30–4.63 <0.001

Renal crisis
No 1 – 1 –
Yes 1.42 0.79–2.54 0.237 1.14 0.45–2.93 0.775

Myocardial involvement
No 1 – 1 –
Yes 1.08 0.72–1.63 0.696 1.36 0.82–2.27 0.234

* 95% CI = 95% confidence interval; ANA = antinuclear antibody; HR = hazard ratio; MCTD = mixed connective tissue 
disease; SSc = systemic sclerosis. 
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MCTD is a controversial entity that some argue is a disease 
defined by an antibody (13). Among those who fulfill classification 
criteria for SSc, the diagnostic label of MCTD has limited usefulness 
beyond prognostic significance of anti-RNP relative to other SSc-
specific antibodies. We would suggest that the most important step 
is identifying anti-RNP positivity rather than making an additional 
diagnosis of MCTD. Not all patients with anti-RNP positivity meet 
criteria for MCTD; we have identified a small number of patients 

in our cohort with SSc who are anti-RNP positive but did not fulfill 
criteria for MCTD.

To our knowledge, this is the largest study to investigate clin-
ical features of patients with both SSc–MCTD and SSc overlap. 
Our study includes a comprehensive analysis of disease features, 
serologic profile, and survival using prospectively collected data. 
However, our study does have limitations. We did not have scope 
within our study to investigate patients with MCTD who do not ful-
fill criteria for SSc, as our database includes only those with SSc. 
Furthermore, on average, patients in our study were recruited >10 
years after diagnosis of their disease, which may mean that there 
is a degree of survivor bias, as those with more aggressive disease 
and early mortality are less likely to have survived to be recruited 
into our study. This is likely to underestimate differences in survival 
between patients with SSc–MCTD and SSc only. While data were 
collected prospectively, analysis was performed retrospectively. 
Furthermore, while the study overall included a large number of 
patients, SSc–MCTD was relatively uncommon, leading to small 
numbers in some subgroup analyses.

In conclusion, this study reveals significant differences 
between patients with SSc–MCTD, SSc overlap, and SSc only. 
We have identified a number of similarities between patients with 
SSc overlap and SSc–MCTD, including prognosis and frequency 
of PAH, ILD, myositis, synovitis, and autoantibody positivity. Fur-
thermore, this study highlights the critical importance of antibody 
profile in determining prognosis, which has greater accuracy than 
profile by disease group. Patients with anti-RNP positivity display 
better long-term survival than those with anti–Scl-70 or anti–RNA 
polymerase III positivity. Furthermore, patients with SSc–MCTD 
and SSc overlap had better survival following ILD or PAH diag-
nosis, despite similar severity. These data suggest that testing for 
antibody to RNP is a valuable prognostic tool in patients with SSc. 
Whether a diagnostic label of SSc–MCTD or SSc–RNP is more 
appropriate in this setting is a point of contention. Regardless, 
this group of patients has a distinct phenotypic profile. While we 
did not have a consensus or a priori definition of SSc overlap, it 
was clear that treating physicians were indeed able to identify a 
group of patients with SSc with overlap features who also had 
distinct clinical features and outcomes that differed significantly 
from those with SSc only. Furthermore, the study may assist with 
determining risk of specific organ manifestations in patients with 
SSc, particularly if an overlap syndrome is suspected. Further 
data are required to better understand these patients’ conditions.
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Melbourne, Victoria), Helen Cooley (Hobart Private Hospital, Hobart,  
Tasmania), Lucy Croyle (Monash Health, Melbourne, Victoria), Nava  
Ferdowsi (University of Melbourne, Victoria), Catherine Hill (University of  
Adelaide, South Australia), Lauren Host (Fiona Stanley Hospital, Perth, 
Western Australia), Sue Lester (University of Adelaide, South Australia), 
Gabor Major (Royal Newcastle Centre, New South Wales), Kathleen 
Morrisroe (University of Melbourne, Victoria), Peter Nash (University of 
Queensland, Sunshine Coast, Queensland), Gene-Siew Ngian (Monash 
Health, Melbourne, Victoria), Maureen Rischmueller (University of Ade-
laide, South Australia), Janet Roddy (Fiona Stanley Hospital, Perth, West-
ern Australia), Gemma Strickland (Barwon Rheumatology Service, Gee-
long, Victoria), Tien Tay (Westmead Hospital, Sydney, New South Wales), 
Kathleen Tymms (Australian National University, Canberra, Australian 
Capital Territory), Jennifer Walker (Flinders University, Adelaide, South 
Australia), and Peter Youssef (University of Sydney, New South Wales).
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Anatomic Distribution of Sacroiliac Joint Lesions on Magnetic 
Resonance Imaging in Patients With Axial Spondyloarthritis 
and Control Subjects: A Prospective Cross-Sectional 
Study, Including Postpartum Women, Patients With Disc 
Herniation, Cleaning Staff, Runners, and Healthy Individuals
Sengül Seven,1  Mikkel Østergaard,1  Lone Morsel-Carlsen,2 Inge J. Sørensen,3 Birthe Bonde,4 
Gorm Thamsborg,3 Jens J. Lykkegaard,3 and Susanne J. Pedersen1

Objective. To investigate the anatomic location and distribution of lesions on magnetic resonance imaging (MRI) 
in the sacroiliac (SI) joints in patients with axial spondyloarthritis (SpA), women with and without postpartum pain 
(childbirth within 4–16 months), patients with disc herniation, cleaning staff, runners, and healthy persons.

Methods. In a prospective cross-sectional study of 204 participants, MRI of the entire cartilaginous compartment 
of the SI joint was scored blindly by 2 independent, experienced readers, according to Spondyloarthritis Research 
Consortium of Canada definitions of SI joint inflammation and structural lesions in each SI joint quadrant or half and 
in each of 9 slices. The locations of the lesions (unilateral/bilateral, upper/lower, sacral/iliac, and anterior/central/
posterior slices) were analyzed based on concordant reads.

Results. Bone marrow edema (BME) occurred in all quadrants in nearly all participant groups, but rarely bilaterally, 
except in patients with axial SpA and women with postpartum pain. Fat lesions were mainly found in axial SpA and 
occurred in all quadrants, but mostly bilaterally in sacral quadrants. Erosion was rare, except in axial SpA, where it 
was mainly iliac and often bilateral. Sclerosis was exclusively iliac and most frequent in women with postpartum pain.

Conclusion. The location and distribution of common SI joint lesions in axial SpA and non–axial SpA were 
reported, and group-specific patterns were revealed. BME distributed bilaterally or unilaterally, both locally and more 
widespread in the SI joint, is common in both postpartum women with pain and axial SpA patients, which limits 
the use of BME to differentiate these groups. This study indicates that the presence of fat lesions, especially when 
widespread, and/or erosion, particularly when located centrally or posteriorly, are diagnostically important and should 
be investigated further.

INTRODUCTION

The presence of bone marrow edema (BME) on magnetic 
resonance imaging (MRI) of the sacroiliac (SI) joints is pivotal 
in the Assessment of SpondyloArthritis international Society 

(ASAS) classification criteria for axial spondyloarthritis (SpA) 
(1–3). However, differentiating axial SpA from other conditions 
remains a challenge because the presence of BME has been 
reported in a high frequency of individuals with nonspecific 
back pain (6–23%) (4–6), in pregnant and postpartum women 
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(21–63%) (5–9), and healthy persons (0–23%) (4,6,9), including 
athletes (4–41%) (6,9,10), military recruits (23%) (11), and the 
general population (17%) (12). Although not required in ASAS 
definitions of SpA on MRI, the presence of concomitant struc-
tural lesions may contribute to diagnosing axial SpA (2). Several 
studies have examined the presence of inflammatory (4–8,10–
13) and structural (4,5,7–14) SI joint features on MRI, such as
erosion, fat lesions, sclerosis, backfill, and ankylosis, either indi-
vidually or in various combinations (14,15), in axial SpA and/or in 
different conditions. In a recent publication (9), we investigated 
the diagnostic utility of BME and different structural lesions (i.e., 
fat lesions, erosion, backfill, and ankylosis) in SI joints identified 
by MRI according to the Spondyloarthritis Research Consortium 
of Canada (SPARCC) method (16,17) for differentiating patients 
with axial SpA from control subjects with or without buttock or 
pelvic pain. We found that BME and fat lesions were most fre-
quent in patients with axial SpA but also present in other groups 
of control subjects, especially women with postpartum pain. On 
the other hand, erosion scores above a certain threshold and 
presence of backfill and ankylosis were highly specific for axial 
SpA. Although previous studies of certain non–axial SpA groups 
have suggested that BME is more frequent in certain locations 
(e.g., posterior lower ilium and the anterior upper sacrum in ath-
letes [10], posterior lower ilium of healthy participants [6], and 
the lower ilium and sacrum of peripartum women [8]), the impor-
tance of the location of the different lesions on MRI has not been 
investigated in a single, larger study including patients with axial 
SpA, postpartum women, and several groups of controls.

In this study, we aimed to provide a detailed description 
of the anatomic location and distribution of BME and structural 
lesions identified by MRI based on lesions being present unilat-
erally or bilaterally in the upper, lower sacral, and iliac quadrants, 
and in the anterior, central, and posterior sections of the SI joints 
of patients with axial SpA, in women with and without postpartum 

pain, and in patients with disc herniation, cleaning staff, runners, 
and healthy individuals.

SUBJECTS AND METHODS

Subjects. This prospective cross-sectional study (a scientific 
investigation of MRI and biochemical markers in patients with axial 
SpA, back pain for other reasons, subjects with strain on the SI 
joints, and healthy subjects) was conducted during 2013–2016 at 
Rigshospitalet, Glostrup, in the Capital Region of Copenhagen, Den-
mark. The study protocol was approved by the local ethics commit-
tee (approval number H-17034960) and conducted according to 
Danish legislation and the Declaration of Helsinki. Written informed 
consent was provided by all participants prior to study inclusion.

A total of 204 participants were included, of which 41 were 
patients with axial SpA (1) with active disease (see Supplementary 
Table 1, available on the Arthritis Care & Research website at http://
onlin​elibr​ary.wiley.com/doi/10.1002/acr.24473/​abstract). Sixty par-
ticipants were women who had given birth 4–16 months prior to 
study inclusion. Of these, 46 had persistent (i.e., ongoing) postpar-
tum buttock or pelvic pain following pregnancy and/or vaginal birth, 
while 14 were without buttock or pelvic pain related to pregnancy 
and/or delivery and in the postpartum period. Additionally, the con-
trol subjects comprised 25 patients with lumbar disc herniation, 26 
individuals who engaged in hard physical work (hospital cleaning 
staff), 23 long-distance runners, and 29 healthy men. Post hoc, we 
defined a subgroup of 38 women with previous childbirths within 
the groups of disc herniation, cleaning staff, and long-distance run-
ners. Participants were included according to common and group-
specific inclusion and exclusion criteria as previously described in 
detail (9) (see Supplementary Table 1, available at http://onlin​elibr​
ary.wiley.com/doi/10.1002/acr.24473/​abstract). Information on 
demographic and clinical characteristics was collected together 
with information on past medical history. All participants were 
assessed by a physician for fulfilling the ASAS classification criteria 
for axial SpA, MRI of the SI joints was performed, and C-reactive 
protein level and HLA–B27 status were determined.

MRI methodology. MRI of the SI joints was performed at 
Rigshospitalet, Glostrup, on a 1.5T MRI Avanto scanner (Siemens), 
version Syngo MR B17, with Numaris/4 software. The acquired 
images included a semicoronal short tau inversion recovery (STIR) 
sequence with repetition time (TR) 4,000 msec, time to inver-
sion 160 msec, echo time (TE) 37 msec, slice thickness 4 mm, 
gap 0.4 mm, field of view (FOV) 26 × 26 cm, and matrix size 
205 × 256, and a semicoronal T1-weighted sequence with TR 
660 msec, TE 11 msec, slice thickness 4 mm, gap 0.3 mm, FOV 
23 × 23 cm, and matrix size 320 × 256. T1-weighted and STIR 
images were evaluated simultaneously in an anonymized manner 
and in random order by 2 experienced, independent readers (an 
experienced rheumatologist and a radiologist), who were blinded 
to all clinical and biochemical data.

SIGNIFICANCE & INNOVATIONS
• This is the first study to investigate in detail the an-

atomic location and distribution of typical sacroiliac 
(SI) joint lesions on magnetic resonance imaging 
(MRI) in both patients with axial spondyloarthritis 
(SpA) and various control groups.

• Bilateral and unilateral bone marrow edema on
MRI was frequently seen in the axial SpA group and 
in women with postpartum pain, while unilateral 
lesions occasionally were seen in all other groups.

• Widespread fat lesions distributed unilaterally or
bilaterally were only seen in patients with axial 
SpA. In non-axial SpA groups, erosion was rare, and 
backfill and ankylosis were absent.

• The location and distribution of SI joint inflammato-
ry and structural lesions may be helpful in diagnos-
ing axial SpA.

http://onlinelibrary.wiley.com/doi/10.1002/acr.24473/abstract
http://onlinelibrary.wiley.com/doi/10.1002/acr.24473/abstract
http://onlinelibrary.wiley.com/doi/10.1002/acr.24473/abstract
http://onlinelibrary.wiley.com/doi/10.1002/acr.24473/abstract


SEVEN ET AL 744       |

MRI reads. The complete cartilaginous compartment 
was covered in 9 MRI slices. The SI joints were systemati-
cally assessed for the presence of inflammatory and structural 
lesions on each SI joint quadrant at each slice. The 1st slice 
(slice 1) was the most anterior slice where the joint space 
and at least the iliac bone was visible, and the 9th slice (slice 
9) was the most posterior slice where the cartilaginous joint 
was visible (see Figure 1 for the location of slices 1–9 of the 
SI joint and Supplementary Figure 1, available on the Arthri-
tis Care & Research website at http://onlin​e​libr​ary.wiley.com/
doi/10.1002/acr.24473/​abstract, for the corresponding MRI 
slices). The number of subjects in whom the cartilaginous 
compartment required all 9 slices to be covered was 143 
(70%), whereas 2 (1%), 50 (25%), and 9 (4%) participants had 
the cartilaginous compartment covered by 7, 8, and 10 slices, 
respectively, resulting in a mean ± SD (range) number of slices 
of 9.0 ± 0.5 (8–10) for all male participants and 8.7 ± 0.5 (7–9) 
for all female participants. No participants with a 10th slice had 
lesions in this slice. The definition of lesions on MRI according 
to the SPARCC SI Joint Inflammation Index (17) and SPARCC 
Sacroiliac Joint Structural scores (16), as well as Morpho defi-
nitions (4), were applied, while sclerosis by MRI was defined as 
a hypointense signal extending at least 5 mm perpendicular to 
the joint space on both MRI sequences (18). Inflammation, fat 
lesions, sclerosis, and erosion were scored per quadrant per 
slice (0 if absent, and 1 if present), and backfill and ankylosis 
were scored per joint half per slice. Scores were based on 
concordant reads, i.e., when the 2 readers agreed that lesions 

were distributed in certain predefined patterns. The inves-
tigated patterns were as follows: 1) unilaterally on the same 
side versus bilaterally; 2) overall in the entire joint; 3) in each 
quadrant (upper and lower sacrum or ilium) or joint half (upper 
and lower); and 4) in the same joint section (anterior, central, or 
posterior) in the same joint quadrant or joint half.

Statistical analysis. SPSS, version 22.0, was used to 
perform statistical analyses. Anatomic location of the lesions was 
analyzed on SI joint level, quadrant level, and per slice level. The 
analyses included the anatomic location of the lesion in 1 or both 
joint halves (unilateral versus bilateral), per quadrant (upper ilium 
and sacrum, lower ilium and sacrum, respectively), and in the 
joint at the anterior section (slices 1–3), the central section (slices 
4–6), and the posterior section (slices 7–9). Patient characteris-
tics and clinical, biochemical, and MRI data were characterized by 
descriptive statistics. A Mann-Whitney U test was applied to com-
pare patients with axial SpA with the other participant groups. The 
interreader reliability for evaluation of lesions on MRI was assessed 
by intraclass correlation coefficient (ICC) based on a 2-way, ran-
dom effects, single-measure model, and the absolute agreements 
are presented. Values from 0.0–0.2 were considered poor agree-
ment, 0.21–0.40 fair agreement, 0.41–0.60 moderate agreement, 
0.61–0.80 good agreement, and 0.81–1.00 very good agreement 
(19). The primary analysis was based on reader agreement on 
the presence of individual lesions (concordant reads). When the 
calculation of sample size was performed during the planning of 
the study, it was estimated that a sample size of 200 participants 
would suffice to reveal differences between patients with axial SpA 
and other groups by using a nomogram for power calculation in 
diagnostic studies (20). P values less than 0.05 were considered 
significant.

RESULTS

Subjects and reliability of lesion score. Participant 
demographics and clinical and biochemical characteristics are 
presented in Table 1 and have previously been described (9). 
Table 2 shows lesion scores presented as total scores, joint quad-
rant scores, and joint half scores for the different participant groups 
as the mean for the 2 readers, as well as the ICC for the different 
lesion scores. Overall, there was good or very good agreement 
between the 2 readers, apart from sclerosis and backfill, which 
had very low scores.

Unilateral versus bilateral lesions. Table 3 provides 
the proportion of participants in each group with unilateral versus 
bilateral SI joint lesions on MRI detected concordantly by the 2 
readers. Bilateral SI joint lesions on MRI were primarily found in the 
axial SpA group (bilateral versus unilateral BME 44% versus 22%, 
fat lesions 59% versus 17%, sclerosis 2% versus 7%, erosion 
34% versus 27%) and in women with postpartum pain (bilateral 

Figure 1.  Schematic of the location of slices 1–9 of the sacroiliac 
joint.

http://onlinelibrary.wiley.com/doi/10.1002/acr.24473/abstract
http://onlinelibrary.wiley.com/doi/10.1002/acr.24473/abstract
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versus unilateral BME 20% versus 22%, fat lesions 4% versus 
2%, sclerosis 15% versus 9%, erosion 2% versus 7%), while the 
other groups almost only had unilateral lesions. In the individual 
quadrants, concordant reads showed that bilateral BME was 
overall rarer than unilateral BME. Fat lesions were frequently pres-
ent in the axial SpA group, often bilaterally, and could be located in 
all 4 quadrants, although most often in the sacral quadrants. In the 
non–axial SpA groups, fat lesions were few, and they appeared in 
all quadrants and also both unilaterally and bilaterally. Sclerosis 
was seen in all groups unilaterally or bilaterally and exclusively in 
the iliac quadrants, and it was most frequently seen in postpartum 
women and patients with axial SpA. Erosion was frequently seen 
in patients with axial SpA where unilateral erosion was frequently 
present in all 4 quadrants, whereas bilateral erosion was primarily 
seen in the upper and lower ilium. Erosion was rare in women 
with postpartum pain, but when present, it was primarily observed 
unilaterally, whereas erosion was not seen in all the other control 
groups. Backfill and ankylosis were exclusively found in patients 
with axial SpA and mostly bilaterally.

Lesion location in anterior, central, and posterior 
slices. The proportion of participants with a lesion on MRI pres-
ent in different MRI slices (slice 1 [most anterior] to slice 9 [most 
posterior]) in the individual groups, based on concordant reads, 
is shown in Figure 2. BME was seen in all slices in the axial SpA 
group. In women with postpartum pain, BME was mainly seen in 
the anterior and central slices (with >20% having BME in slices 
2–4). In the other participant groups, BME was recorded mostly 
in slices 1–4, and only in a few exceptions was BME recorded 
from slices 5–9 (i.e., in the posterior part of the joint). No BME 
was recorded in healthy men. Fat lesions were frequently present 
in the axial SpA group and located in all slices, while in the other 
groups, fat lesions were located without any distinct slice pattern. 
Sclerosis was most frequent in women with postpartum pain and 
found throughout all slices, however, most frequently in the ante-
rior and central slices (up to 17% in slice 3). In the axial SpA group, 
sclerosis was rare. Erosion was only recorded in the axial SpA 
group in all slices and in women with postpartum pain, primarily in 
the anterior slices.

Lesion location in quadrants at different joint 
sections. Table 4 shows the proportion of participants with spe-
cific lesions at different quadrants according to the thirds of the 
joint based on concordant reads. In patients with axial SpA and 
women with postpartum pain, BME was present in all quadrants 
and in all 3 sections of the joint. In women without postpartum 
pain, BME was present mostly in the anterior section of the lower 
iliac and the sacral quadrants. In the other groups, BME was 
rarely present, and if so, in the anterior and central sections. Fat 
lesions were frequently present in the axial SpA group in all sec-
tions and quadrants of the joint. In all other groups, fat lesions 
were an infrequent finding, and if any, then often more prevalent 

in sacral quadrants. Sclerosis was present in all groups; however, 
it was numerically more frequent in the women with postpartum 
pain and mainly in the iliac quadrants in all sections. Erosion was 
by far most frequent in patients with axial SpA in all quadrants 
and sections, but primarily in the ilium. Erosion was, albeit rarely, 
also seen in women with postpartum pain, and then mainly in the 
anterior section.

MRI findings in postpartum women with disc herni-
ation, cleaning staff, and long-distance runners. Patient 
characteristics of the subgroup of women with ≥1 childbirth from 
the disc herniation, cleaning staff, and runner groups (mean time 
since last delivery 9.7 years [range 1.7–22.3]) are presented in 
Table 1. BME, fat lesions, and sclerosis were rare in this subgroup, 
whereas erosion, backfill, and ankylosis were absent (Tables 3 and 
4). Mostly, lesions were unilateral and involved the anterior and/or 
central sections of the ilium.

DISCUSSION

In this prospective study of 204 participants consisting of 
patients with axial SpA and different control subjects with or with-
out buttock or pelvic pain, we have in detail mapped out the ana-
tomic location and distribution of inflammatory and structural MRI 
features in the SI joints (per joint quadrant and half and/or per slice 
and joint section).

Several MRI studies have over time sought to identify certain 
patterns of SI joint lesions to differentiate axial SpA from various 
other conditions (4,13,21). Although evaluating the SI joint by MRI 
is of great value, discriminating axial SpA from other conditions 
still poses a major challenge because BME, which plays a cen-
tral role in the ASAS classification criteria for axial SpA, has also 
been described in several other non–axial SpA groups of sub-
jects (i.e., patients with nonspecific back pain [4,5], pregnant and 
postpartum women [5–9], and healthy individuals [4,9], including 
athletes [6,9,10], military recruits [11], and the general population 
[12]). In previous publications, it has been shown that not only 
BME, but also fat lesions (4,5,9–11,14), erosion (4,5,7,9–11,13), 
and sclerosis (5,8,11,13,15) are present to some extent in non–
axial SpA groups, particularly in postpartum women (6–9,15). 
While there has been much focus on scores for SI joint lesions on 
MRI (most often, SPARCC Sacroiliac Joint Structural scores) and 
score thresholds for differential diagnostic purposes (4,13,21), the 
differences in anatomic location and distribution of different lesions 
on MRI have only been investigated in a few studies (6,8,10) but 
have not been systematically addressed in studies assessing both 
patients with axial SpA and various control groups.

In a retrospective study of 93 peripartum (pregnant and 
≤6 months postpartum) women with clinical indications for MRI 
examination due to a broad range of symptoms such as low back, 
pelvic, or abdominal pain, neurologic deficit, and postoperative 
evaluation, Eshed et al (8) found that subchondral sclerosis, and 
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Figure 2.  Proportion (%) of participants with ≥1 lesion of bone marrow edema (A), fat lesion (B), sclerosis (C), and erosion (D) per slice on 
magnetic resonance imaging (slices 1–9) stratified according to slice number. * = disc herniation, cleaning staff, and runners.
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Table 4.  Number and proportion of participants with ≥1 lesion on magnetic resonance imaging (MRI) per joint quadrant or joint half located in 
either the anterior, central, or posterior section of the joint*

Axial 
SpA 

(n = 41)

Women with  
postpartum pain  

(n = 46)

Women without  
postpartum pain  

(n = 14)

Disc 
herniation  

(n = 25)

Cleaning 
staff 

(n = 26)

Long-distance  
runners 
(n = 23)

Healthy  
men 

(n = 29)

Women with  
≥1 childbirth  

(n = 38)†
Bone marrow edema

Upper ilium
ANT 10 (24.4) 10 (21.7) 0 0 1 (3.8) 0 0 1 (2.6)
CENT 16 (39.0) 6 (13.0) 0 0 1 (3.8) 0 0 1 (2.6)
POST 7 (17.1) 1 (2.2) 0 0 0 0 0 0

Lower ilium
ANT 13 (31.7) 12 (26.1) 3 (21.4) 0 1 (3.8) 1 (4.3) 0 1 (2.6)
CENT 18 (43.9) 11 (23.9) 2 (14.3) 0 1 (3.8) 0 0 1 (2.6)
POST 13 (31.7) 4 (8.7) 0 0 0 0 0 0

Upper sacrum
ANT 10 (24.4) 5 (10.9) 3 (21.4) 1 (4.0) 1 (3.8) 0 0 1 (2.6)
CENT 20 (48.8) 13 (28.3) 1 (7.1) 1 (4.0) 0 0 0 1 (2.6)
POST 14 (34.1) 4 (8.7) 0 0 0 0 0 0

Lower sacrum
ANT 7 (17.1) 4 (8.7) 2 (14.3) 1 (4.0) 0 0 0 0
CENT 15 (36.6) 9 (19.6) 1 (7.1) 1 (4.0) 0 0 0 0
POST 14 (34.1) 1 (2.2) 0 0 0 0 0 0

Fat lesion
Upper ilium

ANT 16 (39.0) 1 (2.2) 1 (7.1) 1 (4.0) 0 0 2 (6.9) 1 (2.6)
CENT 10 (24.4) 0 0 0 0 0 2 (6.9) 0
POST 5 (12.2) 0 0 0 0 0 0 0

Lower ilium
ANT 17 (41.5) 0 1 (7.1) 1 (4.0) 0 0 1 (3.4) 1 (2.6)
CENT 12 (29.3) 0 0 0 0 0 1 (3.4) 0
POST 9 (22.0) 1 (2.2) 0 0 0 0 0 0

Upper sacrum
ANT 15 (36.6) 2 (4.3) 1 (7.1) 0 0 1 (4.3) 0 0
CENT 28 (68.3) 1 (2.2) 1 (7.1) 1 (4.0) 0 1 (4.3) 2 (6.9) 0
POST 20 (48.8) 1 (2.2) 0 0 0 1 (4.3) 1 (3.4) 0

Lower sacrum
ANT 12 (29.3) 1 (2.2) 0 0 0 1 (4.3) 1 (3.4) 0
CENT 25 (61.0) 0 2 (14.3) 0 0 1 (4.3) 1 (3.4) 0
POST 19 (46.3) 1 (2.2) 0 0 0 0 0 0

Sclerosis
Upper ilium

ANT 3 (7.3) 3 (6.5) 1 (7.1) 1 (4.0) 2 (7.7) 0 0 2 (5.3)
CENT 2 (4.9) 5 (10.9) 1 (7.1) 0 1 (3.8) 0 2 (6.9) 1 (2.6)
POST 1 (2.4) 1 (2.2) 0 1 (4.0) 1 (3.8) 0 2 (6.9) 1 (2.6)

Lower ilium
ANT 1 (2.4) 11 (23.9) 1 (7.1) 1 (4.0) 3 (11.5) 1 (4.3) 0 3 (7.9)
CENT 1 (2.4) 6 (13.0) 1 (7.1) 0 1 (3.8) 0 0 1 (2.6)
POST 0 1 (2.2) 0 0 1 (3.8) 0 0 1 (2.6)

Upper sacrum
ANT 0 0 0 0 0 0 0 0
CENT 0 0 0 0 0 0 0 0
POST 0 0 0 0 0 0 0 0

Lower sacrum
ANT 0 0 0 0 0 0 0 0
CENT 0 0 0 0 0 0 0 0
POST 0 0 0 0 0 0 0 0

Erosion
Upper ilium

ANT 12 (29.3) 2 (4.3) 0 0 0 0 0 0
CENT 14 (34.1) 0 0 0 0 0 0 0
POST 5 (12.2) 1 (2.2) 0 0 0 0 0 0

 (Continued)
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especially BME, were frequent MRI findings (26% and 46% of 
participants, respectively), and both lesion types appeared mainly 
in the lower iliac and sacral quadrants. In the 46 women with post-
partum pain in our study, we found comparable frequencies of 
sclerosis and BME (24% and 41%, respectively). In contrast to the 
findings of Eshed et al (8), we found BME equally distributed in the 
upper and lower parts of the SI joint (50% and 50%, respectively) 
but predominantly in the lower ilium (30%) and upper sacrum 
(28%). However, we also found sclerosis mainly in the lower part 
of the SI joint (24% versus 11% in the upper part of the SI joint) 
but exclusively in the ilium. Differences in results may be due to 
different study populations and different definitions of lesion. The 
distribution of SI joint BME on MRI has also been examined by de 
Winter et al (6), who found BME in healthy participants (n = 47) 
predominantly in the lower iliac quadrants, mainly posteriorly in the 
joints, while in patients with axial SpA (n = 47) and in women with 
postpartum back pain (n = 7), it was distributed equally anteriorly 

and posteriorly, and in frequent runners (n = 24) in the upper 
ilium, mainly in the anterior part.

For patients with axial SpA and postpartum women with 
pain, our findings are relatively consistent with those shown in a 
study by de Winter et al (6), although a comprehensive compar-
ison is not possible because different subdivisions of the SI joint 
were applied in the 2 studies. However, in contrast to the study 
by de Winter et al (6), we hardly found any BME in our runners or 
healthy participants. In a study of the semicoronal SI joint on MRI 
of 42 athletes (recreational runners and ice hockey players, but 
no patients with axial SpA), Weber et al (10) found that 30–41% 
of 42 athletes fulfilled the ASAS definition of sacroiliitis, and that 
BME was most frequently located in the posterior lower ilium, fol-
lowed by the anterior upper sacrum. Furthermore, they found that 
fat metaplasia was rarer than BME and did not show any particular 
pattern of distribution in the SI joint, while erosion was practically 
absent. Moreover, when Weber et al (22) added a semiaxial scan 

Axial  
SpA  

(n = 41)

Women with  
postpartum pain  

(n = 46)

Women without  
postpartum pain  

(n = 14)

Disc  
herniation  

(n = 25)

Cleaning  
staff  

(n = 26)

Long-distance  
runners  
(n = 23)

Healthy  
men  

(n = 29)

Women with  
≥1 childbirth  

(n = 38)†
Lower ilium

ANT 12 (29.3) 2 (4.3) 0 0 0 0 0 0
CENT 13 (31.7) 1 (2.2) 0 0 0 0 0 0
POST 6 (14.6) 1 (2.2) 0 0 0 0 0 0

Upper sacrum
ANT 1 (2.4) 2 (4.3) 0 0 0 0 0 0
CENT 4 (9.8) 1 (2.2) 0 0 0 0 0 0
POST 4 (9.8) 0 0 0 0 0 0 0

Lower sacrum
ANT 2 (4.9) 1 (2.2) 0 0 0 0 0 0
CENT 6 (14.6) 1 (2.2) 0 0 0 0 0 0
POST 2 (4.9) 0 0 0 0 0 0 0

Backfill
Upper half

ANT 4 (9.8) 0 0 0 0 0 0 0
CENT 12 (29.3) 0 0 0 0 0 0 0
POST 7 (17.1) 0 0 0 0 0 0 0

Lower half
ANT 6 (14.6) 0 0 0 0 0 0 0
CENT 10 (24.4) 0 0 0 0 0 0 0
POST 6 (14.6) 0 0 0 0 0 0 0

Ankylosis
Upper half

ANT 8 (19.5) 0 0 0 0 0 0 0
CENT 10 (24.4) 0 0 0 0 0 0 0
POST 9 (22.0) 0 0 0 0 0 0 0

Lower half
ANT 10 (24.4) 0 0 0 0 0 0 0
CENT 13 (31.7) 0 0 0 0 0 0 0
POST 11 (26.8) 0 0 0 0 0 0 0

* Values are the number (%) of participants with ≥1 lesion per joint quadrant or joint half located in either the anterior, central, or posterior section 
of the joint in 9 slices. Results are based on concordant reads, i.e., the presence of a lesion in the same joint section (anterior, central, or posterior) 
in the same joint quadrant or joint half. Bone marrow edema, fat lesion, sclerosis, and erosion scores correspond to the number of sacroiliac 
joint quadrants on MRI with a lesion present, providing a total score range of 0–72. Backfill and ankylosis scores correspond to the number of 
sacroiliac joint halves on MRI with a lesion present, as a lesion is recorded per upper and lower joint halves, providing a total score range of 0–36. 
ANT = anterior slices, i.e., slices 1–3; CENT = central slices, i.e., slices 4–6; POST = posterior slices, i.e., slices 7–9; SpA = spondyloarthritis. 
† From disc herniation, cleaning staff, and runner groups. 

Table 4. (Cont’d)
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to the evaluation of the semicoronal scan, they reported that BME 
on 2 perpendicular planes was only present in 25–27% of the ath-
letes, and that the proportion of athletes fulfilling the ASAS defini-
tion of sacroiliitis was reduced by 33–56% compared to the first 
study. These results were ascribed to reduced misinterpretation 
of the hyperintense signal on the STIR sequence, when the signal 
was located at 4 constitutional SI joint features (partial volume of 
vascular signal, deep ligament insertion containing vascular sig-
nals, fluid-filled bone cysts, and lumbosacral transitional anomaly), 
which were better ruled out using 2 scan planes. In line with the 
study by Weber et al (10), we did not find erosion, nor did we find 
backfill, in the long-distance runners in our study. However, we 
found markedly fewer fat lesions (4%) and BME (9%) than Weber 
et al (10), and we did not find BME in the most posterior part of the 
SI joint in the non–axial SpA groups, including the runners.

This divergence in the anatomic location of BME may be 
attributable to the several differences between the studies. First, 
to avoid misinterpretation at the 4 constitutional features, we 
recorded these features separately (data not shown) and not 
as BME. Second, in our study, the difference in the subdivision 
of the SI joint in the semicoronal scan plane, i.e., in 3 SI joint 
sections (anterior, central, and posterior), versus the 2 sections 
(anterior and posterior) in the study by Weber et al (10) may 
have reduced the number of patients with registered lesions in 
anterior and posterior sections in our study because these were 
registered as located in the central section. Other possible con-
tributors to the differences between studies could be differences 
in study population, i.e., the intensity of training and/or the type 
and amount of pelvic strain in the groups of athletes. Finally, the 
MRI acquisition parameters differed between studies because 
we applied a TE for STIR images of 37 msec, versus 68 msec in 
the study by Weber et al (10), which may have slightly reduced 
the detectability of BME lesions (23) in our study.

Only 1 previous study has investigated the symmetry of 
lesions on MRI in the SI joints (24). A retrospective study of 68 
patients with axial SpA (nonradiographic axial SpA [n = 48] versus 
ankylosing spondylitis [AS] [n = 20]) characterized the distribution 
and symmetry of lesions on MRI in nonradiographic axial SpA ver-
sus AS (24). Although both unilateral and bilateral lesions were 
observed, BME, fat metaplasia, sclerosis, erosion, and ankylosis 
were all more frequently bilateral than unilateral, both in nonradio-
graphic axial SpA and AS. These results are in agreement with our 
results except for sclerosis.

Our study suggests that the presence of BME per se and 
its location cannot be used to differentiate between patients with 
axial SpA and women with postpartum pain. However, the find-
ings of more widespread distribution of fat lesions (unilaterally and 
bilaterally) and erosion in patients with axial SpA may improve dif-
ferentiation because women with postpartum pain and all other 
control groups had limited amounts of fat lesions, and erosion was 
practically absent.

The strengths of the current study include the prospective 
design, the high number of participants, who were divided into 
different categories based on predefined, strict inclusion criteria, 
a standardized MRI protocol covering the entire cartilaginous 
compartment of the SI joints, and finally, the blinded reads by 
2 independent, experienced readers. The limitations include the 
lack of follow-up for non–axial SpA patients to examine the nat-
ural course of the changes. However, in a post hoc analysis of 
women who had previously given birth in the groups of disc her-
niation, cleaning staff, and long-distance runners, we found very 
limited BME, fat lesions, and sclerosis and no erosion, backfill, 
and ankylosis, which suggests that SI joint findings on MRI in 
postpartum women may diminish over time. This is in agreement 
with the observation of Arnbak et al (25), who observed that small 
and intermediate SI joint BME lesions on MRI in patients with low 
back pain were mostly transient and rarely developed into exten-
sive BME or structural lesions such as fat lesions and erosion.

In conclusion, we have described typical locations of common 
SI joint lesions in axial SpA and non–axial SpA. While BME is present 
in patients with axial SpA and in the vast majority of control groups, 
especially postpartum women, erosion and fat lesions exhibit more 
promising results when discriminating patients with axial SpA from 
control groups, particularly with more widespread distribution in the 
joints and/or in central and/or posterior slices. Backfill and ankylo-
sis may be considered pathognomonic for axial SpA but are a late 
finding and not relevant for improving early diagnosis.
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Efficacy and Safety of Pharmacologic Interventions in 
Patients Experiencing a Gout Flare: A Systematic Review 
and Network Meta-Analysis
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Gordon H. Guyatt,2 and Romina Brignardello-Petersen2

Objective. To compare the relative efficacy and safety of pharmacologic antiinflammatory interventions for gout flares.
Methods. We searched Ovid Medline, Embase, and Cochrane library for randomized controlled trials (RCTs) that 

compared pharmacologic antiinflammatory treatment of gout flares. We conducted a network meta-analysis (NMA) 
using a frequentist framework and assessed the certainty of evidence and made conclusions using the Grading of 
Recommendations Assessment, Development, and Evaluation for NMA.

Results. In the 30 eligible RCTs, canakinumab provided the highest pain reduction at day 2 and at longest follow-
up (mean difference relative to acetic acid derivative nonsteroidal antiinflammatory drugs [NSAIDs] –41.12 [95% 
confidence interval (95% CI) –53.36, –29.11] on a 0–100 scale at day 2, and mean difference –12.84 [95% CI –20.76, 
–4.91] at longest follow-up; both moderate certainty; minimum important difference –19). Intravenous or intramuscular
corticosteroids were inferior to canakinumab but may be better than the other commonly used interventions (low 
to very low certainty). For joint tenderness, canakinumab may be the most effective intervention at day 2. Acetic 
acid derivative NSAIDs improved joint swelling better than ibuprofen NSAIDs at day 2 (mean difference –0.29 [95% 
CI –0.56, –0.02] on a 0–4 scale; moderate certainty) and improved patient global assessment (PtGA) greater than 
ibuprofen NSAIDs at the longest follow-up (mean difference –0.44 [95% CI –0.86, –0.02]; moderate).

Conclusion. Canakinumab may be superior to other alternatives and intravenous or intramuscular corticosteroids 
may be the second best in pain reduction. Acetic acid derivative NSAIDs may be superior to ibuprofen NSAIDs in 
improving joint swelling and PtGA.

INTRODUCTION

Gout is the most common inflammatory arthritis worldwide, 
caused by deposition of monosodium urate crystals in joint struc-
tures and other sites (1). Despite advances in understanding of the 
pathophysiology and therapy, gout continues to impair individual’s 
health-related quality of life and consume health care resources (2).  
For management of gout flares, pharmacologic therapies focus on 
rapid and effective control of the inflammatory response to mono
sodium urate crystals, thereby reducing joint pain and inflam-
mation (3). Despite the consistent recommendations of first-line 
options for gout flare from the American College of Rheumatol-
ogy (ACR), the American College of Physicians (ACP), the British 

Society for Rheumatology, and the European Alliance of Associ-
ations for Rheumatology, uncertainty of the efficacy and safety 
of many pharmacologic interventions remains (1,4–6). Moreover, 
due to lack of evidence on comparative efficacy and safety, guide-
lines do not prioritize between these pharmacologic options (4).

The comparative efficacy between current first-line options, 
e.g., nonsteroidal antiinflammatory drugs (NSAIDs), corticoste
roids, or colchicine, and other pharmacologic interventions, e.g., 
interleukin-1 (IL-1) inhibitors, remains unclear. Network meta-
analysis (NMA) could help improve the precision by combining 
direct and indirect evidence, an approach that to date has not 
been performed to assess the comparative efficacy and safety of 
pharmacologic antiinflammatory interventions for gout flares. We 
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therefore conducted this NMA considering both direct and indirect 
comparison to address the relative efficacy and safety of phar-
macologic antiinflammatory interventions for gout flares based on 
evidence from randomized controlled trials (RCTs).

MATERIALS AND METHODS

Our systematic review was proposed by the ACR as one of 
the systematic reviews supporting its 2020 guideline of manage-
ment of patients with gout (7). We did not register a protocol but 
followed the methodology established by the ACR to conduct 
systematic reviews to inform their guidelines. This report adheres 
to the Preferred Reporting items for Systematic Reviews and 
Meta-Analyses statement (8).

Data source and searches. A research librarian conducted 
a single literature search for evidence pertaining to 57 questions in 
support of the ACR 2020 guidelines simultaneously in Ovid Med-
line, Embase, and Cochrane library on September 24, 2018. We 
updated the search for this specific question through December 
of 2019. The search strategies for each database are outlined (see 
Appendix A, available on the Arthritis Care & Research website 
at http://onlin​elibr​ary.wiley.com/doi/10.1002/acr.24402/​abstract).

Study selection. We made decisions about eligibility cri-
teria for patients, interventions, outcomes, and types of studies 
based on the needs of the ACR guidelines. We included RCTs 
that enrolled adult patients with gout flares and compared ≥2 anti-
inflammatory pharmacologic interventions or compared pharma-
cologic interventions with placebo. Eligible trials reported at least 
1 outcome, including pain, joint tenderness, joint swelling, patient 
global assessment (PtGA), or serious adverse events (SAE) with 
any duration of follow-up. Based on input of the guideline panel, 
we grouped interventions according to pharmacologic mechanism 

Table 1.  Pharmacologic interventions included in each intervention node*

Category of pharmacologic 
mechanism, intervention node

Pharmacologic interventions   
included in each node

Corticosteroids
Oral Prednisolone
IM or IV Compound betamethasone, methylprednisolone, 

triamcinolone acetonide
Colchicine Colchicine
ACTH ACTH
NSAIDs

Acetic acid derivative Etodolac, indomethacin, diclofenac
Ibuprofen Ketoprofen, naproxen, flurbiprofen
Pyrazolidine derivative Phenylbutazone, azapropazone
Fenamate Meclofenamate sodium, flufenamic acid

Selective NSAIDs
COX-­2 selective Meloxicam
COX-2 highly selective Etoricoxib, celecoxib, rofecoxib, lumiracoxib

IL inhibitors
Rilonacept Rilonacept
Canakinumab Canakinumab
Anakinra Anakinra

Acetaminophen Acetaminophen
Combinations   

IL-1 inhibitors plus acetic acid 
derivative NSAIDs

Rilonacept plus indomethacin

* ACTH = adrenocorticotropic hormone; COX-2 = cyclooxygenase 2; IL-1 = interleukin-1; IM = intra
muscular; IV = intravenous; NSAIDs = nonsteroidal antiinflammatory drugs. 

SIGNIFICANCE & INNOVATIONS
•	 Despite consistent recommendations of first-line 

options for gout flare from guidelines, uncertainty 
of the efficacy and safety of pharmacologic inter-
ventions remains.

•	 This systematic review identifies, in patients with 
gout flares, a potential advantage of canakinumab 
versus other antiinflammatory interventions in 
pain reduction at day 2 and longest follow-up, and 
in improvement of joint tenderness at day 2.

•	 Among commonly used interventions, intravenous 
or intramuscular corticosteroids may be superior 
to cyclooxygenase 2 (COX-2) highly selective non-
steroidal antiinflammatory drugs (NSAIDs), ibu-
profen NSAIDs, colchicine, and oral corticosteroids 
in pain reduction at day 2. Acetic acid derivative 
NSAIDs are probably superior to ibuprofen NSAIDs 
in reducing joint swelling at day 2 and patient global 
assessment at longest follow-up

•	 This systematic review highlights the need for further 
evaluation of the comparative efficacy and safety of 
interventions used commonly in practice but not yet 
tested in randomized controlled trials (e.g., colchi-
cine, pyrazolidine derivative NSAIDs, COX-2 selective 
NSAIDs, and fenamate NSAIDs) and of multiple-drug 
treatments (e.g., interleukin-1  inhibitor  plus  acetic 
acid derivative NSAIDs) for gout flares.

http://onlinelibrary.wiley.com/doi/10.1002/acr.24402/abstract
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of action and route of administration (Table 1). We excluded tri-
als that compared interventions from the same intervention node 
(e.g., both arms in the trial used ibuprofen NSAIDs) and those not 
published in the English or as conference abstracts only.

Reviewers, working in pairs, screened titles and abstracts to 
determine potential eligibility for all guideline questions, and entries 
identified by at least 1 reviewer proceeded to full-text eligibility 
review, which was also conducted in duplicate. A pair of review-
ers (LZ and AQ) confirmed eligibility of the studies addressing this 
systematic review question. A third adjudicator (RB-P) helped to 
resolve any disagreement, through consensus.

Data abstraction. One reviewer (LZ) used standardized 
forms to extract data of study design, characteristics of par
ticipants, regimens of pharmacologic interventions, and rele-
vant outcomes. Another reviewer (AQ) checked the data. A third 
adjudicator (RB-P) reviewed disagreements, and the 3 reviewers 
reached consensus through discussion.

The guideline panel prioritized methods for measurement for 
the outcomes that were endorsed by the Outcome Measures in 
Rheumatology (9), and time points of interest (day 2 or the day 
closest to day 2, and longest available follow-up). We abstracted 
data from the following outcomes:

1.	 Mean change in pain score. The prioritized instrument was the 
100-mm visual analog scale (VAS) (0 mm = no pain, 100 mm 
= unbearable pain) in which the minimum important differ-
ence (MID) for gout patients is a 19-point reduction (10).

2.	 Mean change in joint tenderness and mean change in joint 
swelling. The prioritized instrument was the 4-point Likert scale 
(for joint tenderness: 0 = no pain, 3 = pain, winces, and with-
draws; for joint swelling: 0 = no swelling, 3 = bulging beyond 
the joint margins), where the MID is a 1-point reduction for joint 
tenderness and a 1-point reduction for joint swelling (10).

3.	 Mean change in PtGA. The prioritized instrument was the 
5-point Likert scale (0 = excellent, 4 = poor). A MID for this 
5-point Likert scale has not been established for gout pa-
tients.

4.	 SAE. We counted any adverse event that was classified as 
serious by the authors. When the authors did not report any 
SAE, we assumed none had occurred.

When the primary trials did not report the SD, we imputed 
the SD by using the median of SDs from other included trials that 
applied the same instrument in similar populations during similar 
follow-up periods.

Risk of bias and certainty of evidence. One reviewer (LZ) 
assessed the risk of bias of individual studies using the Cochrane 
risk of bias tool, and another reviewer (AQ) cross-checked the 
judgments. A third adjudicator (RB-P) reviewed disagreements 
not resolved by discussion.

Using the Grading of Recommendations Assessment, Devel-
opment, and Evaluation (GRADE) for NMA, we chose a null effect 
as a threshold and assessed the certainty that a particular interven-
tion has an effect (i.e., improves a particular outcome) compared 
with another. The certainty of the evidence can be high, moderate, 
low, or very low. The assessment of this body of evidence from 
randomized trials started as high and was rated down based on 
limitation of risk of bias, inconsistency, indirectness, publication 
bias, intransitivity, incoherence, and imprecision. The steps of the 
GRADE assessment for each comparison and outcome included:

1.	 Rating the certainty of both direct and indirect evidence con-
tributing to the network estimate. For rating certainty in indi-
rect evidence, we focused on the dominant first order loop. 
The certainty of the indirect evidence depends on the lowest 
certainty rating of the direct comparisons in the loop and in-
transitivity (i.e., the extent of similarity of direct comparisons 
forming the indirect comparison) (11).

2.	 Rating the certainty of the network estimate. When the net-
work estimate was based on only direct or indirect evidence, 
the network certainty rating was based on the certainty of 
that estimate (11). When both direct and indirect estimates 
were available, the rating of the network estimate was based 
on the dominant evidence. To determine the final rating, we 
considered incoherence (i.e., the extent of similarity of direct 
and indirect estimates) and imprecision (11).

Data synthesis and analysis. To calculate direct estimates 
of effect for each paired comparison, we performed a frequentist 
random-effects pairwise meta-analysis using Review Manager 5.3 
(Nordic Cochrane Centre; http://ims.cochr​ane.org/revma​n/down​
load). For continuous outcomes, we used the standardized mean 
differences (SMDs) and corresponding 95% confidence intervals 
(95% CIs). For dichotomous outcomes, considering many trials 
had 0 events in 1 or 2 arms, we used risk differences (RDs) and 
corresponding 95% CIs as the measure of effect. We quantified 
statistical heterogeneity by estimating the variance between trials 
using chi-square test and I2 statistic.

We conducted the NMA using a frequentist framework 
and a random-effects model by the package netmeta in R (ver-
sion 1.1.463) (12). For continuous outcomes, we first calculated 
SMDs and corresponding 95% CIs, and then converted the 
SMDs into MDs in the natural units of prioritized standard scales 
by multiplying the SMDs by an estimate of the SD associated with 
the standard scales. We used RDs and 95% CIs for dichotomous 
outcomes as the measure of pooled effect.

Data interpretation. To make conclusions from the 
NMA, we used a novel methodology developed by the GRADE 
working group in which interventions are classified in groups 
from the most to the least efficacious or safe for each outcome 
(13). The approach begins by choosing an intervention that has 

http://ims.cochrane.org/revman/download
http://ims.cochrane.org/revman/download
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the most direct comparisons with other interventions as the ref-
erence intervention. The next step in the approach is to choose 
a decision threshold to categorize the interventions as not con-
vincingly different, better, or worse than the reference. We chose 
a null effect as the decision threshold. Using the same decision 
threshold, we differentiated among interventions from categories 
that were better or worse than the reference. We then identified 
interventions within each category as those with high or moderate 
certainty relative to the reference standard, and those with low or 
very low certainty (13).

To facilitate the interpretation of the comparative efficacy and 
safety of each interventions in relation to the reference, we assumed 
an effect of the reference and calculated the difference between 
each intervention when compared to this reference. For continuous 
outcome, we estimated that the effect of the reference was the 
weighted average of the mean change from baseline in the refer-
ence arm across all studies. For dichotomous outcomes, we used 
an inverse-variance fixed-effects model and meta-analysis of pro-
portions based on a generalized linear mixed model. We assessed 
the certainty of evidence by using GRADE for observational studies 
(treating the single arm from RCT as before–after study).

RESULTS

The initial search for all 57 questions in support of the guide-
lines yielded 3,337 citations; after reviewing abstracts for the sys-
tematic reviews, 466 proved potentially eligible. Twenty-nine RCTs 
(30 articles) proved eligible for this particular systematic review, 
which, following full text review, was focused on gout flare manage-
ment. The updated search, which included dates until December 
2019, found 1 new trial. We finally included 30 RCTs (31 articles) 
with 4,268 patients. We did not provide the specific reasons for 
exclusion of studies for this systematic review because we simul-
taneously screened studies for all of the systematic reviews for the 
broader needs of the full guidelines.

Characteristic of the included studies. The eligible tri-
als studied several antiinflammatory interventions and their combi-
nations for gout flare management, including oral corticosteroids, 
intravenous or intramuscular corticosteroids, acetic acid derivative 
NSAIDs, ibuprofen NSAIDs, fenamate NSAIDs, pyrazolidine deriva-
tive NSAIDs, cyclooxygenase 2 (COX-2) selective NSAIDs, COX-2 
highly selective NSAIDs, adrenocorticotropic hormone, rilonacept, 
canakinumab, anakinra, colchicine, IL-1  inhibitor plus acetic acid 
derivative, and a free choice of colchicine, naproxen, or prednisolone 
(Table 2) (see Supplementary Table 1, available on the Arthritis Care 
& Research website at http://onlin​elibr​ary.wiley.com/doi/10.1002/
acr.24402/​abstract). Risk of bias of individual RCTs was mainly due 
to inadequate or unclear reporting of random sequence generation 
(46.7% [14 of 30]) or of allocation concealment (63.3% [19 of 30]), 
incomplete outcome including high proportion of lost to follow-up or 
unbalanced proportion of lost to follow-up between groups (43.3% 

[13 of 30]), and selective reporting including incomplete reporting 
of important outcomes or of mean or SDs (46.7% [14 of 30]) (see 
Supplementary Figure 1, available at http://onlin​elibr​ary.wiley.com/
doi/10.1002/acr.24402/​abstract).

Effects of the interventions. We chose acetic acid 
derivative NSAIDs as the reference intervention for all outcomes, 
as it has the most direct comparisons with other interventions. 
Because 1 RCT that compared anakinra with a free choice of col-
chicine, naproxen, or prednisolone did not have interventions con-
nected to the network by any node, we did not include this RCT 
in the NMA (14). In the results from NMA for the effectiveness out-
comes (i.e., pain, joint tenderness, joint swelling, PtGA), a negative 
number indicates a better result with the intervention (i.e., greater 
pain reduction, better joint tenderness or joint swelling resolution, 
better PtGA improvement), whereas a positive number indicates 
a better result with the comparison. Network plots illustrating 

Table 2.  Characteristics of included RCTs (n = 30)*

Characteristic Value
No. of patients randomized, median (range) 91.5 (20–416)
No. of multi-arm trials, % 4 (13.3)
Weeks of treatment duration, median (range) 1.0 (0.1–52.1)
Intervention evaluated

Acetic acid derivative NSAIDs 1,112/17
COX-2 highly selective NSAIDs 753/11
Corticosteroids, IM or IV 394/7
Corticosteroids, oral 312/3
Canakinumab 270/3
Ibuprofen NSAIDs 367/6
Colchicine 199/1
Rilonacept 75/1
IL-­1 inhibitor plus acetic acid derivative NSAIDs 75/1
ACTH 53/2
Acetic acid derivative NSAIDs plus 

acetaminophen
45/1

Oral corticosteroids plus acetaminophen 45/1
Colchicine, or naproxen, or prednisone 44/1
Pyrazolidine derivative NSAIDs 44/3
COX-­2 selective NSAIDs 31/1
Fenamate NSAIDs 13/1

Outcome analyzed, no. of patients analyzed/no. 
of trials

Serious adverse events 4,266/30
Pain 3,961/23
Joint tenderness 2,928/17
Joint swelling 2,173/16
Patient global assessment 2,154/15

Methodologic characteristics, no. of trials (%)
Adequate generation of random sequence 16 (53.3)
Adequate allocation concealment 11 (36.7)
Adequate blinding of outcome assessors 23 (76.7)

Characteristics of patients
Percentage of men, median (range) 92.1 (68.4–100)
Age, median (range) years 53 (43.8–69.6)
Report of gout duration, no. of trials (%) 10 (33.3)

* Values are the number of patients randomized/number of trials,
unless indicated otherwise. ACTH = adrenocorticotropic hormone; 
COX-2 = cyclooxygenase 2; IL-1 = interleukin-1; IM = intramuscular; 
IV = intravenous; NSAIDs = nonsteroidal antiinflammatory drugs; 
RCT = randomized controlled trial. 

http://onlinelibrary.wiley.com/doi/10.1002/acr.24402/abstract
http://onlinelibrary.wiley.com/doi/10.1002/acr.24402/abstract
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the interventions and whether they have been compared directly 
in RCTs for each outcome are presented (see Supplementary 
Figure 2A–I, available on the Arthritis Care & Research website 
at http://onlin​elibr​ary.wiley.com/doi/10.1002/acr.24402/​abstract).

Pain. Nineteen RCTs (3,560 patients, 9 interventions) de-
scribed the change in pain from baseline at day 2 (15–32). The 
reference (i.e., acetic acid derivative NSAIDs) showed an im-
portant average reduction in pain from baseline to day 2 (MD 
–30.67 [95% CI –31.89, –29.45] on a 0 to 100 VAS; very low
certainty; MID –19) (Table 3). Of the 36 pairwise comparisons 
between interventions, direct evidence was available for 12. 
Canakinumab proved probably the most effective intervention 
for reducing pain at day 2 (MD relative to acetic acid derivative 
NSAIDs –41.12 [95% CI –53.36, –29.11]; moderate certainty). 
Intravenous or intramuscular corticosteroids may be superior 
to other interventions but inferior to canakinumab (see Sup-
plementary Table 2, available at http://onlin​elibr​ary.wiley.com/
doi/10.1002/acr.24402/​abstract). Rilonacept was probably 
better than acetic acid derivative NSAIDs but inferior to in-
travenous or intramuscular corticosteroids and canakinumab 
(see Supplementary Table 2). There were no convincing dif-
ferences between COX-2 highly selective NSAIDs, ibuprofen 
NSAIDs, acetic acid derivative NSAIDs, colchicine, oral corti-
costeroids, or IL-1 inhibition plus acetic acid derivative NSAIDs 
(see Supplementary Table 2).

The NMA for change in pain at the longest follow-up (median 
7 days, range 3–28 days) included 16 RCTs (2,384 patients, 9 
interventions) (16–19,21–26,28–32). Of the 36 pairwise compar-
isons between interventions, direct evidence was available for 
11. Acetic acid derivative NSAIDs showed an important average
reduction in pain from baseline to the longest follow-up (MD –40.09 
[95% CI –42.25, –39.61], very low certainty). Canakinumab was 
probably the most effective intervention at the longest follow-up 
(MD relative to acetic acid derivative NSAIDs –12.84 [95% CI 
–20.76, –4.91], moderate certainty). There were no convincing
differences between acetic acid derivative NSAIDs, COX-2 highly 
selective NSAIDs, ibuprofen NSAIDs, colchicine, intravenous or 
intramuscular corticosteroids, oral corticosteroids, or rilonacept or 
IL-1 inhibition plus acetic acid derivative NSAIDs (see Supplemen-
tary Table 2).

Joint tenderness. Eight RCTs (1,308 patients; 6 inter-
ventions) reported on the change of joint tenderness from 
baseline on day 2 (16,18,20,25,31–33). The reference (i.e., 
acetic acid derivative NSAIDs) showed an important average 
improvement relative to baseline on joint tenderness at day 2 
(MD –1.29 [95% CI –1.38, –1.21] on a 0 to 3 scale, very low 
certainty; MID –1) (Table 3). Of the 15 pairwise comparisons 
between interventions, direct evidence proved available for 6. 
Canakinumab was probably the most effective intervention at 
day 2 (MD relative to acetic acid derivative NSAIDs –0.67 [95% 
CI –1.03, –0.30], moderate certainty). However, the difference 
between canakinumab and acetic acid derivative NSAIDs was 

unimportant to gout patients (smaller than the MID of 1 point 
reduction). There were no convincing differences between 
COX-2 highly selective NSAIDs, ibuprofen NSAIDs, intrave-
nous or intramuscular corticosteroids, oral corticosteroids, 
and the reference standard, acetic acid derivative NSAIDs (see 
Supplementary Table 2, available at http://onlin​elibr​ary.wiley.
com/doi/10.1002/acr.24402/​abstract).

For the longest follow-up (median 7 days, range 5–14 days), 
the NMA included 10 RCTs (1,731 patients, 6 interventions) 
(16–18,21,23,26,27,31–33). From the 15 pairwise comparisons 
between interventions, direct comparisons proved available for 6. 
Acetic acid derivative NSAIDs showed an important average 
improvement relative to baseline on joint tenderness at the long-
est follow-up (MD –1.77 [95% CI –1.83, –1.71], very low certainty; 
MID –1). There were no convincing differences between any of the 
interventions and the reference standard, acetic acid derivative 
NSAIDs (see Supplementary Table 2).

Joint swelling. Seven RCTs (969 patients, 6 interventions) 
described the change of joint swelling from baseline on day 
2 (16,18,25,31–33). The reference (i.e., acetic acid derivative 
NSAIDs) showed an important average improvement relative 
to baseline on joint swelling at day 2 (MD –0.89 [95% CI –1.02, 
–0.76] on a 0–3 scale, very low certainty; MID –1) (Table 3).
Of the 15 pairwise comparisons between interventions, di-
rect evidence proved available for 6. Canakinumab was the 
only intervention that may be better than acetic acid derivative 
NSAIDs for improving joint swelling at day 2 (MD –0.61 [95% 
CI –1.01, –0.21], low certainty; MID –1), but the difference be-
tween canakinumab and acetic acid derivative NSAIDs was 
unimportant (smaller than the MID of 1 point reduction). Acetic 
acid derivative NSAIDs were probably superior to ibuprofen 
NSAIDs in joint swelling at day 2 (MD –0.29 [95% CI –0.56, 
–0.02], moderate certainty). There were no convincing differ-
ences between intravenous or intramuscular corticosteroids, 
oral corticosteroids, COX-2 highly selective NSAIDs, and the 
reference standard, acetic acid derivative NSAIDs (see Sup-
plementary Table 2).

The NMA for change in joint swelling at the longest follow-up 
(median 7 days, range 5–14 days) comprised 11 RCTs (1,741 
patients, 6 interventions) (16–18,23,25–27,31–33), including 
direct evidence for 6 of 15 pairwise comparisons. Acetic acid 
derivative NSAIDs showed an important average improvement 
relative to baseline on joint swelling at the longest follow-up (MD 
–1.63 [95% CI –1.70, –1.56], very low certainty; MID –1). There
were no convincing differences between the reference standard 
and any of the other interventions (see Supplementary Table 2).

PtGA. Three RCTs reported PtGA of change from baseline 
at day 2 (16,18,20). The reference (i.e., acetic acid derivative 
NSAIDs) showed an important average improvement relative to 
baseline on PtGA at day 2 (MD –1.47 [95% CI –1.60, –1.34] on 
a 0–4 scale, very low certainty) (Table 3). The NMA for change in 
PtGA at day 2 included 3 RCTs (460 patients, 3 interventions). 

http://onlinelibrary.wiley.com/doi/10.1002/acr.24402/abstract
http://onlinelibrary.wiley.com/doi/10.1002/acr.24402/abstract
http://onlinelibrary.wiley.com/doi/10.1002/acr.24402/abstract
http://onlinelibrary.wiley.com/doi/10.1002/acr.24402/abstract
http://onlinelibrary.wiley.com/doi/10.1002/acr.24402/abstract


ZENG ET AL 760       |
Ta

b
le

 3
. 

M
os

t a
nd

 le
as

t e
ffi

ca
ci

ou
s 

or
 s

af
e 

tr
ea

tm
en

t f
or

 a
ll 

th
e 

ou
tc

om
es

*

In
te

rv
en

tio
n

Pa
in

 s
co

re
†

Jo
in

t t
en

de
rn

es
s‡

Jo
in

t s
w

el
lin

g§
Pa

tie
nt

 g
lo

ba
l a

ss
es

sm
en

t¶
SA

E 
RD

   
(9

5%
 C

I)

D
ay

 2
Lo

ng
es

t 
fo

llo
w

-u
p

D
ay

 2
Lo

ng
es

t  
fo

llo
w

- u
p

D
ay

 2
Lo

ng
es

t  
fo

llo
w

-u
p

D
ay

 2
Lo

ng
es

t
fo

llo
w

-u
p

Lo
ng

es
t

fo
llo

w
-u

p

Ch
an

ge
 fr

om
 b

as
el

in
e 

or
 

ba
se

lin
e 

ris
k 

in
 re

f. 
gr

ou
p#

Ac
et

ic 
ac

id
 d

er
iva

tiv
e 

N
SA

ID
s

–3
0.

67
   

(–
31

.8
9,

 –
29

.4
5)

**
–4

0.
09

   
(–

42
.2

5,
 –

39
.6

1)
**

–1
.2

9 
  

(–
1.

38
, –

1.
21

)*
*

–1
.7

7 
  

(–
1.

83
, –

1.
71

)†
†

–0
.8

9 
  

(–
1.

02
, –

0.
76

)‡
‡

–1
.6

3 
  

(–
1.

70
, –

1.
56

)†
†

1.
47

   
 

(–
1.

60
, –

1.
34

)†
†

–1
.6

4 
  

(–
1.

74
, –

1.
53

)†
†

0.
02

5 
  

(0
.0

18
, 0

.0
35

)*
*

Re
la

tiv
e 

ef
fe

ct
 in

 re
la

tiv
e 

to
 

re
f.§

§
Ca

na
ki

nu
m

ab
–4

1.
12

   
(5

3.
36

, –
29

.11
)¶

¶
– 1

2.
84

   
(–

20
.7

6,
 –

4.
91

)¶
¶

– 0
.6

7 
  

(–
1.

03
, –

0.
3)

¶¶
– 0

.4
2 

  
(–

0.
86

, 0
.0

3)
††

– 0
.6

1 
  

(–
1.

01
, –

0.
21

)†
†

– 0
.2

8 
  

(–
0.

71
, 0

.1
6)

††
–

–
0 .

03
   

(–
0.

01
. 0

.0
6)

**
Co

rt
ic

os
te

ro
id

s:
 IM

 o
r I

V
–3

0.
72

   
(–

40
.8

9,
 –

20
.7

9)
‡‡

– 5
.7

1 
  

(–
12

.3
6,

 0
.7

9)
**

– 0
.3

3 
  

(–
0.

68
, 0

.0
1)

**
0 

  
(–

0.
33

, 0
.3

3)
††

– 0
.3

   
(–

0.
67

, 0
.0

8)
‡‡

– 0
.0

3 
  

(–
0.

44
, 0

.3
7)

††
–

–
0 

  
(–

0.
03

, 0
.0

2)
**

CO
X-

2 
hi

gh
ly 

se
le

ct
ive

 
N

SA
ID

s
1.

85
   

(–
2.

31
, 6

.0
1)

**
0.

32
   

(–
3.

01
, 3

.6
5)

**
–0

.0
5 

  
(–

0.
18

, 0
.0

8)
**

–0
.0

1 
  

(–
0.

1,
 0

.0
8)

††
0.

1 
  

(–
0.

23
, 0

.4
3)

‡‡
–0

.0
7 

  
(–

0.
19

, 0
.0

5)
††

–0
.0

1 
   

(–
1,

 0
.9

8)
††

0.
09

5 
   

(–
0.

08
, 0

.2
7)

††
0 

  
(–

0.
01

, 0
)*

*
Co

rt
ic

os
te

ro
id

s:
 o

ra
l

4.
62

   
(–

1.
39

, 1
0.

63
)*

*
–0

.3
2 

  
(–

4.
91

, 4
.12

)*
*

–0
.1

9 
  

(–
0.

48
, 0

.1
)*

*
–0

.0
3 

  
(–

0.
14

, 0
.0

8)
††

–0
.1

   
(–

0.
45

, 0
.2

5)
‡‡

–0
.2

1 
  

(–
0.

56
, 0

.12
)†

†
–

–
–0

.0
3 

  
(–

0.
05

, –
0.

01
)†

†
Ib

up
ro

fe
n 

N
SA

ID
s

6.
24

   
(–

2.
08

, 1
4.

78
)*

*
3.

8 
  

(–
4.

12
, 1

1.
73

)*
*

0.
16

   
(–

0.
08

, 0
.4

1)
**

– 0
.1

9 
  

(–
0.

08
, 0

.4
6)

††
0.

29
   

(0
.0

2,
 0

.5
6)

#
#

– 0
.0

4 
  

(–
0.

36
, 0

.2
9)

††
0.

21
   

 
(–

0.
56

, 0
.9

8)
††

0.
44

  
(0

.0
2,

 0
.8

6)
#

#
– 0

.0
2 

  
(–

0.
04

, 0
.0

1)
**

Ri
lo

na
ce

pt
– 1

1.
78

   
(–

23
.5

6,
 0

)‡
‡

–3
.17

   
(–

10
.9

4,
 4

.6
)*

*
–

–
–

–
–

–
0 

  
(–

0.
03

, 0
.0

3)
**

IL
-1

 in
hi

bi
tio

n 
+ 

ac
et

ic
 a

ci
d 

de
riv

at
ive

 N
SA

ID
s

–6
.4

7 
  

(–
18

.0
2,

 5
.3

1)
**

–1
.5

9 
  

(–
9.

35
, 6

.1
8)

**
–

–
–

–
–

–
0.

04
   

(–
0.

01
, 0

.0
9)

**
Co

lc
hi

ci
ne

10
.6

3 
  

(–
2.

54
, 2

4.
02

)*
*

4.
91

   
(–

5.
39

, 1
5.

37
)*

*
–

–
–

–
–

–
–0

.0
2 

  
(–

0.
04

, 0
.0

1)
**

Py
ra

zo
lid

in
e 

de
riv

at
ive

 
N

SA
ID

s
–

–
–

–
–

–
–

–
0 

  
(–

0.
04

, 0
.0

3)
**

AC
TH

–
–

–
–

–
–

–
–

0 
  

(–
0.

05
, 0

.0
5)

**
CO

X-
2 

se
le

ct
ive

 N
SA

ID
s

–
–

–
–

–
–

–
–

0 
  

(–
0.

08
, 0

.0
8)

**
Fe

na
m

at
e 

N
SA

ID
s

–
–

–
–

–
–

–
–

0 
  

(–
0.

11
, 0

.11
)*

*
* 

Va
lu

es
 a

re
 t

he
 m

ea
n 

di
ff

er
en

ce
 (M

D
) (

95
%

 c
on

fid
en

ce
 in

te
rv

al
 [

95
%

 C
I])

 u
nl

es
s 

in
di

ca
te

d 
ot

he
rw

is
e.

 M
D

s 
in

 t
he

 n
at

ur
al

 u
ni

ts
 o

f 
st

an
da

rd
 s

ca
le

s 
fo

r 
co

nt
in

uo
us

 o
ut

co
m

es
 a

nd
 r

is
k 

di
ff

er
en

ce
s 

(R
D

s)
 fo

r 
di

ch
ot

om
ou

s 
ou

tc
om

e 
ar

e 
sh

ow
n.

 E
ff

ec
tiv

en
es

s 
ou

tc
om

es
 in

cl
ud

ed
 p

ai
n 

sc
or

e,
 jo

in
t t

en
de

rn
es

s,
 jo

in
t s

w
el

lin
g,

 a
nd

 p
at

ie
nt

 g
lo

ba
l a

ss
es

sm
en

t, 
an

d 
sa

fe
ty

 o
ut

co
m

es
 

in
cl

ud
ed

 s
er

io
us

 a
dv

er
se

 e
ve

nt
s 

(S
AE

s)
. A

CT
H

 =
 a

dr
en

oc
or

tic
ot

ro
pi

c 
ho

rm
on

e;
 C

O
X-

2 
= 

cy
cl

oo
xy

ge
na

se
 2

; I
L-

1 
= 

in
te

rle
uk

in
-1

; I
M

 =
 in

tr
am

us
cu

la
r; 

IV
 =

 in
tr

av
en

ou
s;

 M
ID

 =
 m

in
im

um
 

im
po

rt
an

t d
iff

er
en

ce
; N

SA
ID

s 
= 

no
ns

te
ro

id
al

 a
nt

iin
fla

m
m

at
or

y 
dr

ug
s;

 re
f. 

= 
re

fe
re

nc
e;

 V
AS

 =
 v

is
ua

l a
na

lo
g 

sc
al

e.
 

† 
M

ea
n 

ch
an

ge
, 1

00
-m

m
 V

AS
 fo

r p
ai

n,
 w

he
re

 0
 m

m
 =

 n
o 

pa
in

, 1
00

 m
m

 =
 u

nb
ea

ra
bl

e 
pa

in
; M

ID
 =

 –
19

. 
‡ 

M
ea

n 
re

du
ct

io
n,

 4
-p

oi
nt

 s
ta

nd
ar

d 
Li

ke
rt

 s
ca

le
 fo

r j
oi

nt
 te

nd
er

ne
ss

, w
he

re
 0

 =
 n

o 
pa

in
, 3

 =
 p

ai
n,

 w
in

ce
s,

 a
nd

 w
ith

dr
aw

s;
 M

ID
 =

 –
1.

 
§ 

M
ea

n 
re

du
ct

io
n,

 4
-p

oi
nt

 s
ta

nd
ar

d 
Li

ke
rt

 s
ca

le
 fo

r j
oi

nt
 s

w
el

lin
g,

 w
he

re
 0

 =
 n

o 
sw

el
lin

g,
 3

 =
 b

ul
gi

ng
 b

ey
on

d 
th

e 
jo

in
t m

ar
gi

ns
; M

ID
 =

 –
1.

 
¶ 

M
ea

n 
ch

an
ge

, 5
-p

oi
nt

 s
ta

nd
ar

d 
Li

ke
rt

 s
ca

le
 fo

r p
at

ie
nt

 g
lo

ba
l a

ss
es

sm
en

t, 
w

he
re

 0
 =

 e
xc

el
le

nt
, 4

 =
 p

oo
r. 

# 
Th

e 
re

fe
re

nc
e 

w
as

 a
ce

tic
 a

ci
d 

de
riv

at
iv

e 
N

SA
ID

s 
fo

r a
ll 

th
e 

ou
tc

om
es

. F
or

 c
on

tin
uo

us
 o

ut
co

m
es

, t
he

 e
ff

ec
t o

f t
he

 re
fe

re
nc

e 
w

as
 th

e 
ch

an
ge

 fr
om

 b
as

el
in

e 
at

 a
 p

ar
tic

ul
ar

 ti
m

e 
po

in
t i

n 
th

e 
ac

et
ic

 a
ci

d 
de

riv
at

iv
e 

N
SA

ID
s 

ar
m

 a
cr

os
s 

tr
ia

ls
; f

or
 d

ic
ho

to
m

ou
s 

ou
tc

om
es

, t
he

 e
ff

ec
t w

as
 th

e 
ris

k 
of

 th
e 

ou
tc

om
e 

in
 th

e 
ac

et
ic

 a
ci

d 
de

riv
at

iv
e 

N
SA

ID
s 

ar
m

 a
cr

os
s 

tr
ia

ls
 (t

he
 b

as
el

in
e 

ris
k)

. 
**

 In
te

rv
en

tio
ns

 s
ho

w
in

g 
le

as
t e

ff
ec

tiv
en

es
s 

an
d 

sa
fe

ty
. 

††
 In

te
rv

en
tio

ns
 s

ho
w

in
g 

m
os

t e
ff

ec
tiv

en
es

s 
an

d 
sa

fe
ty

. 
‡‡

 In
te

rv
en

tio
ns

 s
ho

w
in

g 
in

te
rm

ed
ia

te
 e

ff
ec

tiv
en

es
s 

an
d 

sa
fe

ty
. 

§§
 C

el
l v

al
ue

s 
re

pr
es

en
t t

he
 e

ff
ec

t o
f t

he
 tr

ea
tm

en
t i

n 
ea

ch
 ro

w
 w

he
n 

co
m

pa
re

d 
to

 th
e 

re
fe

re
nc

e 
(e

.g
., 

ca
na

ki
nu

m
ab

 re
su

lte
d 

in
 p

ai
n 

re
du

ct
io

n 
41

.1
2 

un
its

 g
re

at
er

 th
an

 a
ce

tic
 a

ci
d 

de
riv

at
iv

e 
N

SA
ID

s,
 o

r a
 7

1.
79

-u
ni

t r
ed

uc
tio

n 
fr

om
 b

as
el

in
e)

. 
¶¶

 In
te

rv
en

tio
ns

 s
ho

w
in

g 
go

od
 p

at
ie

nt
 o

ut
co

m
es

. 
##

 In
te

rv
en

tio
ns

 s
ho

w
in

g 
in

fe
rio

r p
at

ie
nt

 o
ut

co
m

es
, i

nc
lu

di
ng

 S
AE

s.
 



INTERVENTION EFFICACY AND SAFETY IN GOUT |      761

Of the 4 pairwise comparisons between intervention, direct ev-
idence proved available for only 1 comparison. There were no 
convincing differences between any of the interventions (see 
Supplementary Table 2).

The NMA for change in PtGA at the longest follow–up 
(median 7 days, range 5–8 days) included 5 RCTs (638 patients, 
3 interventions) (16–18,23,26) including direct evidence for 1 of 
3 pairwise comparisons. Acetic acid derivative NSAIDs showed 
an important average improvement relative to baseline on PtGA 
at the longest follow-up (MD –1.64 [95% CI –1.74, –1.53], very 
low certainty). Ibuprofen NSAIDs were probably worse than acetic 
acid derivative NSAIDs (MD 0.44 [95% CI 0.02, 0.86], moderate 
certainty). There were no convincing differences between COX-2 
highly selective NSAIDs and acetic acid derivative NSAIDs (see 
Supplementary Table 2).

SAE. The NMA for SAEs included 29 RCTs (4,248 patients, 
13 interventions) (15–23,26–44) and 78 paired estimates, of 
which 15 had both direct and indirect evidence and 58 had only 
indirect evidence. The median duration of available follow-up 
was 8 days (range 5–365 days). Oral corticosteroids were the 
only intervention that may be safer than acetic acid derivative 
NSAIDs (RD –0.03 [95% CI –0.05, –0.01], very low certainty). 
There were no convincing differences between any of the other 
interventions (see Supplementary Table 2).

The only SAE reported in the oral corticosteroids group was 
a case of low potassium associated with prednisolone. The main 
SAEs associated with acetic acid derivative NSAIDs were gas-
trointestinal  events, including gastric or gastroduodenal ulcers, 
abdominal pain, and vomiting. SAEs reported in the COX-2 
highly selective NSAIDs group were mainly in the urinary system 
and included renal calculi, uronephrosis, and renal failure. Seri-
ous infections and cardiovascular events were reported in the 
canakinumab group. However, the causality between the SAE 
and canakinumab was not reported. Among the 3 canakinumab 
trials, 2 trials found increased risk of infection associated with 
canakinumab during a 6-month follow-up (incidence of infection 
of 18.8% and 22.1% in canakinumab groups, 8.8% and 15.7% in 
triamcinolone groups), while the other small trial failed to find any 
difference in a follow-up of 8 weeks (incidence of infection of 7% 
in both groups) (25,33,44).

One trial not included in the NMA reported no significant differ-
ence between anakinra versus a free choice of colchicine, naproxen, 
or prednisolone in pain reduction, joint tenderness improvement, 
joint swelling improvement, PtGA, or SAE (14) (for details on the 
effects of each intervention see Supplementary Table 2).

DISCUSSION

The results of this NMA highlight a potential advantage of 
canakinumab versus other antiinflammatory interventions for 
gout flares in pain reduction at day 2 and the longest follow-up 

(moderate certainty). Canakinumab also showed larger effects on 
joint tenderness and joint swelling at day 2 (moderate certainty; 
low certainty), but the differences were unimportant (smaller than 
the MIDs) (Table 3). Among the commonly used therapies for gout 
flares (i.e., NSAIDs, colchicine, and corticosteroids), intravenous or 
intramuscular corticosteroids may be more effective than COX-2 
highly selective NSAIDs, ibuprofen NSAIDs, acetic acid derivative 
NSAIDs, and oral corticosteroids on pain reduction at short-term 
(low certainty) (see Supplementary Table 2, available at http://onlin​e​
libr​ary.wiley.com/doi/10.1002/acr.24402/​abstract). Ibuprofen 
NSAIDs were probably worse than acetic acid derivative NSAIDs 
in joint swelling at day 2 and PtGA at the longest follow-up (mod-
erate certainty) (Table 3). For the safety evaluation, oral cortico
steroids may cause fewer SAEs than acetic acid derivative NSAIDs 
(very low certainty) (Table 3). Results showed no convincing differ-
ences in safety among the other pharmacologic interventions.

Our study has several strengths. Using rigorous NMA meth-

ods, we incorporated direct and indirect evidence of the com-

parative efficacy and safety of antiinflammatory treatment for gout 

flares. We used the GRADE approach to assess the certainty of 

evidence informing the estimates. The outcomes evaluated in this 

review are important from both patient and provider points of view 

(45). For enhancing the interpretability of results, we converted 

the SMDs from NMA into MDs in the natural units of standard 

instruments and compared the MDs to the MIDs. We estimated 

the efficacy or baseline risk of the reference group (i.e., acetic acid 

derivative NSAIDs), facilitating the interpretation of comparative 

efficacy and safety of other pharmacologic interventions in relation 

to the reference. Moreover, the approach of making a conclusion 

from an NMA enabled a transparent, straightforward process of 

classifying interventions according to their relative benefit and 

harm. Our review also includes recently published studies that 

were not included in prior reviews and summarizes all the avail-

able RCT evidence.
In terms of limitations of the present review, in order to deal 

with the large number of interventions and relatively small number 
of trials for each intervention, we created clusters of interventions, 
taking the risk that effects would differ across treatments within 
clusters. Another limitation is that the degree to which the apparent 
improvement is due to natural history or placebo effects is uncer-
tain, because the effect of the reference treatment was based on a 
before–after comparison in the included RCTs. A third limitation is 
that 3 of the RCTs that enrolled patients with difficult-to-treat gouty 
arthritis might cause heterogeneity and intransitivity (24,25,33,44). 
Additionally, we planned to conduct subgroup analyses based on 
the number of joints involved, pain levels, duration of the flare at 
presentation, duration of antiinflammatory therapy, and dose of 
the agent. Few trials, however, assessed differences in the rela-
tive effects of the interventions by patient characteristics. Informa-
tion to inform subgroup analysis based on patient characteristics 
was therefore unavailable. As there were multiple interventions in 

http://onlinelibrary.wiley.com/doi/10.1002/acr.24402/abstract
http://onlinelibrary.wiley.com/doi/10.1002/acr.24402/abstract
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some categories, we are unable to compare efficacy and safety 
between different dosing. Furthermore, evaluation of rare event 
AEs would be underpowered in RCTs.

Previous systematic reviews that evaluated only direct esti-
mates did not report important differences in pain reduction 
between canakinumab and intravenous or intramuscular cortico
steroids versus other pharmaceutical interventions (46–48). The 
difference is likely due to the enhanced precision of estimates that 
this NMA provides, through inclusion of more studies and consid-
eration of both direct and indirect evidence.

A Cochrane systematic review and a systematic review in 
support of the ACP guidelines found no difference in pain relief 
between NSAIDs and oral glucocorticoids (48). The Cochrane 
systematic review also indicated no difference between conven-
tional NSAIDs and selective COX-2 inhibitor in pain relief, swelling, 
and global improvement (49). In the present systematic review, we 
categorized NSAIDs into subgroups according to the pharmaco-
logic mechanism of action, which enabled the comparison within 
NSAIDs and the comparison between subcategory of NSAIDs 
and other interventions. We found consistent results that NSAIDs 
were not different with oral glucocorticoids in effectiveness out-
comes (see Supplementary Table 2). However, ibuprofen NSAIDs 
were inferior to acetic acid derivative NSAIDs in resolution of joint 
swelling at day 2 and improvement of PtGA at longest follow-up 
(Table 3). Another Cochrane systematic review of colchicine for 
acute gout identified no studies comparing colchicine to any other 
active treatment (50). In our NMA, colchicine compared indirectly 
with other interventions, although ibuprofen NSAIDs were shown 
to be inferior to canakinumab, rilonacept, and intravenous or intra-
muscular corticosteroids, but showed no difference with other 
interventions (see Supplementary Table 2).

Cost or financial barriers to medications are not considered 
in this systematic review. Although our review highlights potential 
advantages of canakinumab in terms of effectiveness, cost and 
the administration route have limited its use (51). Inherent delays 
with prior authorization requirements likely limit the practical use 
of canakinumab for management of gout flare. These issues have 
been explicitly considered and addressed in the 2020 ACR Guide-
line for the Management of Gout (7). In the present review, among 
the 3 canakinumab trials, 2 trials found increased risk of infection 
associated with canakinumab while the other 1 small trial failed 
to find any difference (25,33,44). Future RCTs and observational 
studies are needed to evaluate the safety of canakinumab in this 
regard.

Future studies need to evaluate the comparative efficacy and 
safety of pharmacologic interventions used commonly in practice 
but not yet tested in RCTs (e.g., colchicine, pyrazolidine derivative 
NSAIDs, COX-2 selective NSAIDs, and fenamate NSAIDs). RCTs 
are also needed to evaluate IL-inhibitors other than canakinumab. 
Experts writing in prior guidelines have suggested evaluating the 
efficacy and safety of combination-drug treatments for gout flares 
(e.g., IL-1 inhibitor plus acetic acid derivative) (6). Future studies 

should report data for relevant patient subgroups (e.g., those with 
polyarticular gout or subgroups based on flare severity), thus en
abling subgroup analysis of patients with different characteristics 
in subsequent systematic reviews.

In summary, the present systematic review provides a cur-
rent, comprehensive summary of the comparative efficacy and 
safety of pharmacologic interventions used in clinical practice 
for antiinflammatory treatment in patients with gout flare. Canak-
inumab may be superior to other alternatives and intravenous 
or intramuscular corticosteroids may be the second-best treat-
ment in terms of pain reduction at day 2. Acetic acid derivative 
NSAIDs may be superior to ibuprofen NSAIDs on the improve-
ment of joint swelling at day 2 and PtGA at the longest follow-up.
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Errata

DOI 10.1002/acr.24615

In the article by Kolasinski et al in the February 2020 issue of Arthritis Care & Research (2019 Amer-
ican College of Rheumatology/Arthritis Foundation Guideline for the Management of Osteoarthritis 
of the Hand, Hip, and Knee [pages 149–162]), there was an error in Figure 2B: Chondroitin should 
not have been included among the pharmacologic therapies recommended against for hand oste-
oarthritis. The corrected Figure 2B is shown below.

We regret the error.

DOI 10.1002/acr.24614

In the article by Buckley et al published in the February 2021 issue of Arthritis Care & Research 
(pages 215-220), acknowledgement of study funding was inadvertently omitted. The following 
statement should have been included on the first page of the article: “Supported by the NIH/National 
Institute of Arthritis and Musculoskeletal and Skin Diseases Training Program in Rheumatic Diseases 
(T-32-AR007442).”

We regret the error.

https://www.nice.org.uk/advice/esnm23/chapter/Keypoints-from-the-evidence
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Download the New ACR Publications Mobile App

The brand-new ACR Publications app can be downloaded for 
free from the Apple store or Google Play. ACR members can log 
in for full-text access to all articles in Arthritis Care & Research and 
Arthritis & Rheumatology. Nonmembers can access abstracts of 
all AC&R and A&R articles, the full text of articles published more 
than one year ago, and select open-access articles published 
recently, as well as the full text of all articles from ACR Open 
Rheumatology and The Rheumatologist.

ARP Membership 

The Association of Rheumatology Professionals (ARP), a division of 
the American College of Rheumatology, appreciates your continued 
membership and looks forward to serving you another year. Mem-
bership costs range from $30 to $140. ARP welcomes nurse practi-
tioners, nurses, physician assistants, office staff , researchers, physical 
therapists, occupational therapists, assistants, and students. Student 

membership is complimentary; the Annual Meeting registration fee 
is waived for students who submit the required student verification 
letter. For information, go to www.rheumatology.org and select 
“Membership” or call 404-633-3777 and ask for an ARP staff  member. 

New ACR Journal Twitter Account (@ACR_Journals) and Social 
Media Editor 

The ACR journals are heightening our focus on social media, 
to benefi t authors and readers. Among our fi rst activities is 
the introduction of an offi  cial ACR Journals Twitter account: @
ACR_Journals. Followers will enjoy special features and the op-
portunity to engage with authors and other fellow profession-
als about studies published in Arthritis Care & Research, Arthritis 
& Rheumatology, and ACR Open Rheumatology. Authors of pub-
lished articles will have the opportunity to use @ACR_Journals 
to share their work and engage in dialogue with others inter-
ested in the research. The journals welcome Dr. Paul Sufka of 
Minneapolis as our fi rst Social Media Editor.
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